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#### Abstract

We prove an invariance principle for the two-dimensional lattice parabolic Anderson model with small potential. As applications we deduce a Donsker type convergence result for a discrete random polymer measure, as well as a universality result for the spectrum of discrete random Schrödinger operators on large boxes with small potentials. Our proof is based on paracontrolled distributions and some basic results for multiple stochastic integrals of discrete martingales.


## 1 Introduction

The discrete parabolic Anderson model (PAM) is the infinite-dimensional random ODE

$$
\begin{equation*}
\partial_{t} v(t, i)=\Delta v(t, i)+v(t, i) \eta(i), \quad(t, i) \in[0,+\infty) \times \mathbb{Z}^{d}, \tag{1}
\end{equation*}
$$

where $\Delta$ is the discrete Laplacian and $\left(\eta(i): i \in \mathbb{Z}^{d}\right)$ is an i.i.d. family of random variables with sufficiently many moments. The discrete PAM has been intensely studied in the past decades due to the fact that it is the simplest known model that exhibits intermittency, meaning roughly speaking that the bulk of the mass of the solution is concentrated in a few isolated islands. By now the intermittency properties of the discrete PAM are well understood, and it is known that the solution is intermittent whenever the $\eta(i)$ are truly random, even if they are bounded; see the surveys [10] and [35]. To get a better intuitive understanding of the PAM let us note that it models a branching random walk in random environment: Place independent particles on the lattice $\mathbb{Z}^{d}$ which all follow the dynamics of a continuous-time simple random walk, independently of $\eta$, and which at the lattice point $i$ get killed with rate $\eta(i)^{-}$and branch into two new particles with rate $\eta(i)^{+}$; after the branching the two particles follow the same dynamics, independently of each other and all other particles. Then $v(t, i)$ is the expected number of particles at time $t$ in location $i$, conditionally on the random environment $\eta$. From this

[^0]description it is intuitively convincing that $v$ should have high peaks in the regions where the environment is most favorable for the particles, and it should have deep valleys in between.

Therefore, we cannot expect to see a nontrivial behavior on large spatial scales. However, if we tune down the strength of the potential $\eta$ by considering

$$
\begin{equation*}
\partial_{t} v(t, i)=\Delta v(t, i)+\varepsilon^{2-d / 2} v(t, i) \eta(i), \quad(t, i) \in[0,+\infty) \times \mathbb{Z}^{d} \tag{2}
\end{equation*}
$$

then for $d \leq 3$ there is some hope to obtain a meaningful limit under the scaling $(t, x) \rightarrow\left(\varepsilon^{-2} t, \varepsilon^{-1} x\right)$ as long as $\eta(0)$ has $d /(2-d / 2)+\delta$ moments. Indeed, on a time scale of length $\varepsilon^{-2}$ the simple random walk typically explores a region of size $\varepsilon^{-1}$, and we have

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[\max _{i \in\left(-\varepsilon^{-1}, \varepsilon^{-1}\right)^{d}}\left|\varepsilon^{2-d / 2} \eta(i)\right|^{d /(2-d / 2)+\delta}\right] & \leq \lim _{\varepsilon \rightarrow 0} \sum_{i \in\left(-\varepsilon^{-1}, \varepsilon^{-1}\right)^{d}} \mathbb{E}\left[\left|\varepsilon^{2-d / 2} \eta(i)\right|^{d /(2-d / 2)+\delta}\right] \\
& \lesssim \lim _{\varepsilon \rightarrow 0} \varepsilon^{\delta(2-d / 2)} \mathbb{E}\left[|\eta(0)|^{d /(2-d / 2)+\delta}\right]=0
\end{aligned}
$$

so that the influence of the potential felt by a typical particle converges to zero. Hence, we may hope that the intermittency properties of the solution do not dominate and there is a meaningful scaling limit. And indeed a formal computation suggests that if the $\eta(i)$ are centered (which can be always achieved by performing the change of variables $\left.v(t) \rightarrow e^{-t \mathbb{E}[\eta(0)]} v(t)\right)$, then in dimensions $d=1,2,3$ the rescaled solution $v\left(\varepsilon^{-2} t, \varepsilon^{-1} x\right)$ of (2) should converge to the solution $w$ of

$$
\begin{equation*}
\partial_{t} w(t, x)=\Delta w(t, x)+\sigma w(t, x) \xi(x), \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d} \tag{3}
\end{equation*}
$$

where $\sigma^{2}=\operatorname{Var}(\eta(0))$ and $\xi$ is a space white noise, that is the centered Gaussian process with covariance $\mathbb{E}[\xi(x) \xi(y)]=\delta(x-y)$. Since we conjecture $w$ to be intermittent, proving this convergence would be the first step towards showing that the parabolic Anderson model is intermittent on the temporal scale $\varepsilon^{-2}$ and the spatial scale $\varepsilon^{-1}$ whenever the potential has at least strength $\varepsilon^{2-d / 2}$, but not if it is weaker than that.

Here we study the convergence of (1) to (3). We focus on the case $d=2$ and we consider the periodic model on $\mathbb{Z}_{N}^{2}:=(\mathbb{Z} /(N \mathbb{Z}))^{2}$ for $N \simeq \varepsilon^{-1}$. As we will see the naive derivation of (3) does not give the full picture and there are more subtle effects to take into account: In dimensions $d=2,3$ the total number of particles grows exponentially fast and we have to look at the solution in a different scale to see a non-trivial behavior. More precisely, for $t>0$ the expected number of particles at time $\varepsilon^{-2} t$ will be of order $e^{t c_{\varepsilon}}$ with $c_{\varepsilon} \simeq|\log \varepsilon|$ in $d=2$, so that we should instead consider $u_{\varepsilon}(t, x):=e^{-t c_{\varepsilon}} v\left(\varepsilon^{-2} t, \varepsilon^{-1} x\right)$ which solves the modified equation

$$
\begin{equation*}
\partial_{t} u_{\varepsilon}(t, x)=\Delta_{\mathrm{per}}^{\varepsilon} u_{\varepsilon}(t, x)+u_{\varepsilon}(t, x)\left(\eta_{\varepsilon}(x)-c_{\varepsilon}\right) \tag{4}
\end{equation*}
$$

Here $\Delta_{\text {per }}^{\varepsilon}$ is the periodic discrete Laplacian, rescaled in such a way that it converges to the continuous periodic Laplace operator and $\eta_{\varepsilon}$ is a rescaled version of $\eta$ that converges to the white noise if we let $\varepsilon \rightarrow 0$. This blow-up of the number of particles coincides nicely with the fact that the continuous equation (3) only makes sense if a renormalization procedure is introduced. It was shown using regularity structures in [21] and paracontrolled distributions in [16] that if $\xi_{\delta}$ is a mollification of the white noise, then there exist diverging constants $\left(c_{\delta}\right)_{\delta>0}$ such that the solution $h_{\delta}$ of

$$
\begin{equation*}
\partial_{t} h_{\delta}(t, x)=\Delta h_{\delta}(t, x)+h_{\delta}(t, x)\left(\xi_{\delta}(x)-c_{\delta}\right) \tag{5}
\end{equation*}
$$

converges for $\delta \rightarrow 0$ to a nontrivial limit $u$ which solves an abstract equation of the form

$$
\begin{equation*}
\partial_{t} u(t, x)=\Delta u(t, x)+u(t, x) \diamond \xi(x) \tag{6}
\end{equation*}
$$

with the renormalized product being formally given by $u \diamond \xi=u(\xi-\infty)$. Moreover, $u$ does not depend on the specific mollification of the white noise, and we have

$$
\begin{equation*}
c_{\delta}=\frac{1}{2 \pi} \log \left(\frac{1}{\delta}\right)+O(1) \tag{7}
\end{equation*}
$$

where only the finite part of $c_{\delta}$ depends on the mollifier.
Our first result is that the solution $u_{\varepsilon}$ to (4) converges weakly to the solution $u$ of (6), see Theorem 2.2 below for a precise formulation. We are able to considerably weaken the assumptions on the potential $\eta$ and only require that it is given by appropriate martingale increments, and also we can replace the discrete Laplacian by the generator of any symmetric random walk whose increments have sufficiently many moments. The proof is based on paracontrolled distributions and a certain random operator technique developed in [17]. The main technical contribution of this paper is to introduce suitable martingale tools in this context, which allow to control sufficiently many moments of the potential and some nonlinear functionals constructed from it, moment bounds which are needed as input for the paracontrolled machinery.

As a corollary of our convergence result we show a Donsker-type invariance principle for a certain random polymer measure, given by

$$
\tilde{\mathbb{Q}}_{T, x}^{\varepsilon}(\mathrm{d} \omega)=Z_{\varepsilon, T, x}^{-1} \exp \left(\int_{0}^{\varepsilon^{-2} T} \varepsilon \eta(\omega(s)) \mathrm{d} s\right) \tilde{\mathbb{P}}_{x}^{\varepsilon}(\mathrm{d} \omega)
$$

where $\tilde{\mathbb{P}}_{x}^{\varepsilon}$ is the law of a continuous-time random walk as above, started in $x$, and $Z_{\varepsilon, T, x}$ is a renormalization constant. We show in Theorem 5.1 that the law of $\left(\varepsilon B_{\varepsilon^{-2} t}^{N}\right)_{t \in[0, T]}$ under $\tilde{\mathbb{Q}}_{T, x}^{\varepsilon}$ converges to the continuum polymer measure which was recently constructed in [8], a result which is universal for all appropriate random walk dynamics and laws of potentials.

Another simple consequence of Theorem 2.2 is a universality result for the spectrum of the Anderson Hamiltonian on a large box with a small potential. Consider the operator $\mathscr{H}_{\varepsilon}$ on $\mathbb{Z}_{N}^{2}$ given by

$$
\mathscr{H}_{\varepsilon} v=-\Delta_{\mathrm{rw}} v+\varepsilon v \eta
$$

where $\Delta_{\mathrm{rw}}$ is the generator of a symmetric random walk with sufficiently many moments. We are interested in the behavior of the $k$ smallest eigenvalues $\Lambda_{1}^{\varepsilon} \leq \cdots \leq \Lambda_{k}^{\varepsilon}$ of $\mathscr{H}_{\varepsilon}$, where $k$ is fixed and $N \rightarrow \infty$ (and thus $\varepsilon \simeq N^{-1} \rightarrow 0$ ). If we had $\eta \equiv 0$, then under the scaling $\varepsilon^{-2}\left(\Lambda_{1}^{\varepsilon}, \ldots, \Lambda_{k}^{\varepsilon}\right)$ the eigenvalues would converge to the eigenvalues of the periodic Laplacian $-\Delta$, given by $0,1,1,2,2,3,3, \ldots$ On the other side the minimal eigenvalue of the operator $v \mapsto \varepsilon v \eta$ clearly diverges to $-\infty$ when multiplied with $\varepsilon^{-2}$ because it is simply the minimum of $\varepsilon^{-1} \eta(i), i \in \mathbb{Z}_{N}^{2}$. So one might guess and it turns out to be true that the bottom of the spectrum of $\mathscr{H}_{\varepsilon} v$ diverges to $-\infty$ when rescaled by a factor $\varepsilon^{-2}$. But what we are able to show is that a small logarithmic shift results in a nontrivial universal limit. More precisely, we prove in Theorem6.2 that for $c_{\varepsilon} \simeq|\log \varepsilon|$ as above we have

$$
\varepsilon^{-2}\left\{\left(\Lambda_{1}^{N}, \ldots, \Lambda_{k}^{N}\right)+\varepsilon^{2} c_{\varepsilon}(1, \ldots, 1)\right\} \Rightarrow\left(\Lambda_{1},, \ldots, \Lambda_{k}\right)
$$

in distribution, where $\left(\Lambda_{1}, \ldots, \Lambda_{k}\right)$ are the $k$ minimal eigenvalues of the continuous Anderson Hamiltonian on the two-dimensional torus which was recently constructed in [1].

The need for renormalization is a general feature of singular SPDEs of which the 2 d continuum PAM with white noise potential is the simplest example (in fact one can transform it into a well-posed equation by a change of variables [23], but we will not make use of this). In recent years, following the fundamental work of Hairer [19, 20], there has been a breakthrough in the understanding of such equations which also include for example the $\Phi_{d}^{4}$ model in dimensions $d=2,3$ [11, 21, 36], the KPZ equation [14, 17, 20, 33] and its generalizations [7,22,32,37], and the sine-Gordon equation [30]. The now available theories (regularity
structures, paracontrolled distributions, and Kupiainen's renormalization group approach [36]) all give the continuous dependence of the solution on some extended input, consisting of certain multilinear functionals constructed from the noise. So a priori they are well suited for proving the convergence of microscopic models to singular SPDEs. The main difficulty is that the theories are tailored for equations on Euclidean space (see however [3, 4]), so some work is necessary to apply them to lattice systems such as the discrete PAM. Here we avoid this problem by finding a suitable extension of our lattice function to the continuous torus for which we can still write down a closed equation, a trick that was successfully used before in many works studying approximations of singular SPDEs [17, 24, 25, 39, 41, 43, 44]. Alternatively, it would be possible to work with the lattice version of regularity structures that was developed by Hairer and Matetski in [26]. Once we are in a setting where we can apply one of the available theories for singular SPDEs, the next problem is how to control the multilinear functionals of the noise which are needed as input for the equation, and how to bound their moments to a sufficiently high order. In the Gaussian setting all moments are comparable and therefore it suffices to estimate the variance. However, even estimating the variance in a Gaussian setting can be tricky and over the past years Hairer and coauthors have made tremendous progress on finding efficient ways of doing so [7,21, 22, 27, 28, 31]. In the non-Gaussian setting additional arguments are necessary, and different ways of tackling this problem have been developed in [12, 29, 30, 42]. Here we use an approach that is more closely related the one Mourrat and Weber used in [39] and Shen and Weber used in [41]. That is, we rely on martingale arguments and decompose the bilinear functional to be controlled in a sum of multiple stochastic integrals.

The structure of the paper is as follows. In Section 2 we introduce our assumptions, state the convergence result for the discrete PAM, and show how to transform the lattice equation into a continuous PDE. Section 3 contains a short introduction to paracontrolled distributions and we briefly discuss the paracontrolled analysis of the continuous PAM before proceeding to use the paracontrolled tools to also control the continuous PDE derived from the lattice system. Here we obtain a pathwise convergence result under the assumption that some bilinear functionals constructed from the potential $\eta$ converge in the right topology. In Section 4 we use discrete multiple stochastic integrals in order to prove the convergence of these bilinear functionals. Section 5 contains the application to the polymer measure, and Section 6 to the spectrum of the Anderson Hamiltonian.

## 2 Mathematical set up

To rigorously state our convergence result we first have to introduce the required assumptions. We start by introducing two conditions on $N$ :

$$
\text { we have } N=\frac{2 \pi}{\varepsilon} \quad \text { and } \quad N \text { is odd. }
$$

Of course, we only assume $N$ to be odd for convenience since it simplifies the notation. Furthermore, we make the following assumptions on $\Delta_{\text {rw }}$ and $\eta$ :
$\left(\mathbf{H}_{\mathrm{rw}}\right)$ We have

$$
\begin{equation*}
\Delta_{\mathrm{rw}} \varphi(i)=\int_{\mathbb{Z}^{2}} \varphi(i+j) \mu(\mathrm{d} j) \tag{8}
\end{equation*}
$$

where $\mu$ is a finite signed measure on $\mathbb{Z}^{2}$ with $\mu(\{j\}) \geq 0$ for all $j \neq 0$, and with $\int_{\mathbb{Z}^{2}} \mu(\mathrm{~d} j)=$ $\int_{\mathbb{Z}^{2}} j_{1} \mu(\mathrm{~d} j)=\int_{\mathbb{Z}^{2}} j_{2} \mu(\mathrm{~d} j)=\int_{\mathbb{Z}^{2}} j_{1} j_{2} \mu(\mathrm{~d} j)=0$, with $\int_{\mathbb{Z}^{2}} j_{1}^{2} \mu(\mathrm{~d} j)=\int_{\mathbb{Z}^{2}} j_{2}^{2} \mu(\mathrm{~d} j)=2$ and with finite sixth moment. We also require $\mu$ to be radial (i.e. $j \mapsto \mu(\{j\})$ is a radial function) and that $\mu(\{(0,1)\})>0$.
$\left(\mathbf{H}_{\text {mart }}\right)$ There exists an enumeration $\zeta:\left\{0, \ldots, N^{2}-1\right\} \rightarrow \mathbb{Z}_{N}^{2}$ of $\mathbb{Z}_{N}^{2}$ such that $\left(\eta_{N}(\zeta(k))_{k \leq N^{2}-1}\right.$ is a family of martingale differences (in its own filtration). Moreover, there exists $M>0$ such that for all $N \in \mathbb{N}$ and
all $k \in\left\{0, \ldots, N^{2}-1\right\}$

$$
\mathbb{E}\left[\left|\eta_{N}(\zeta(k))\right|^{2} \mid \eta_{N}(\zeta(0)), \ldots, \eta_{N}(\zeta(k-1))\right]=1, \quad \mathbb{E}\left[\left|\eta_{N}(k)\right|^{p} \mid \eta_{N}(\zeta(0)), \ldots, \eta_{N}(\zeta(k-1))\right] \leq M
$$

for some $p>6$.
Note that $\left(\mathrm{H}_{\mathrm{rw}}\right)$ is satisfied if $\mu$ corresponds to the transition rates of two independent symmetric random walks on $\mathbb{Z}$ that are combined into a random walk on $\mathbb{Z}^{2}$ and that satisfy appropriate moment conditions. Also $\left(\mathrm{H}_{\text {mart }}\right)$ is always satisfied if $\left(\eta_{N}(i)\right)_{i, N}$ is an i.i.d. family of centered random variables with unit variance and $\mathbb{E}\left[\mid \eta_{1}(0){ }^{6+\delta}\right]<\infty$.

We consider the solution to

$$
\begin{equation*}
\partial_{t} v_{N}(t, i)=\left(\Delta_{\mathrm{rw}} v_{N}\right)(t, i)+\varepsilon v_{N}(t, i) \eta_{N}(i), \quad(t, i) \in[0,+\infty) \times \mathbb{Z}_{N}^{2}, \tag{9}
\end{equation*}
$$

and our aim is to show that under appropriate rescaling and renormalization it converges to a continuum limit. To even state such a convergence result, we first have to extend the rescaled solution from $\mathbb{T}_{N}^{2}:=\left(\varepsilon \mathbb{Z}_{N}\right)^{2}$ to the continuous space $\mathbb{T}^{2}:=\mathbb{R} /(2 \pi \mathbb{Z})$. While a posteriori we will obtain the same limit for all "reasonable" functions on $\mathbb{T}^{2}$ that agree with the solution in the points of the lattice $\mathbb{T}_{N}^{2}$, there is one extension for which we can directly write down a closed equation and with which we will work throughout. Namely, we will use the discrete Fourier transform [24,25,39]. For $\varphi: \mathbb{T}_{N}^{2} \rightarrow \mathbb{C}$ we define

$$
\mathscr{F}_{\mathbb{T}_{N}^{2}} \varphi(k)=\varepsilon^{2} \sum_{|\ell|_{\infty}<N / 2} \varphi(\varepsilon \ell) e^{-i\langle k, \varepsilon \ell\rangle}, \quad k \in \mathbb{Z}_{N}^{2},
$$

where $|\ell|_{\infty}$ denotes the supremum norm on $\mathbb{Z}^{2}$. Set now

$$
\mathcal{E}_{N} \varphi(x)=(2 \pi)^{-2} \sum_{\left.|k|\right|_{\infty}<N / 2} \mathscr{F}_{\mathbb{T}_{N}^{2}} \varphi(k) e^{i\langle k, x\rangle}, \quad x \in \mathbb{T}^{2},
$$

so that $\mathcal{E}_{N} \varphi$ is the function on $\mathbb{T}^{2}$ with Fourier transform $\mathscr{F} \mathcal{E}_{N} \varphi(k)=\mathscr{F}_{\mathbb{T}_{N}^{2}} \varphi(k) \mathbb{1}_{|k|_{\infty}<N / 2}, k \in \mathbb{Z}^{2}$. Then $\mathcal{E}_{N} \varphi(x)=\varphi(x)$ for all $x \in \mathbb{T}_{N}^{2}$ and by construction $\mathcal{E}_{N} \varphi$ is infinitely smooth. If $\varphi$ is real valued, then so is $\mathcal{E}_{N} \varphi$.

We are now able to state the hypothesis on our initial conditions:
$\left(\mathbf{H}_{\text {init }}\right)$ There exists $\theta \in \mathbb{R}$ and $p>0$ such that the initial conditions $\left(v_{N}^{0}(i): i \in \mathbb{Z}_{N}^{2}\right)$ satisfy

$$
\sup _{N \in \mathbb{N}}\left\|\varepsilon^{\theta} \mathcal{E}_{N} v_{N}^{0}(\cdot / \varepsilon)\right\|_{L^{p}\left(\Omega ; B_{1, \infty}^{0}\right)}<\infty
$$

and such that $\left(\varepsilon^{\theta} \mathcal{E}_{N} v_{N}^{0}(\cdot / \varepsilon)\right)_{N}$ converges in distribution in $B_{1, \infty}^{0}$ to a limit $u^{0}$. Here $B_{1, \infty}^{0}$ denotes a Besov space which will be defined in Section 3 below.

Two of the most important initial conditions for the lattice parabolic Anderson model are the constant function $v_{N}^{0} \equiv 1$ which satisfies ( $\mathrm{H}_{\mathrm{init}}$ ) with $\theta=0, p=\infty$ and $u^{0} \equiv 1$, and the Kronecker delta $v_{N}^{0}(i)=\delta_{i, 0}$, which satisfies $\left(\mathrm{H}_{\mathrm{init}}\right)$ with $\theta=-2, p=\infty$ and $u^{0}(x)=\delta(x)$, where $\delta$ denotes the Dirac delta in 0 . The reason for working in the scale of spaces $B_{1, \infty}^{\alpha}$ rather than the more commonly used $B_{\infty, \infty}^{\alpha}$ is that it allows us to treat the Dirac delta, which in dimension $d$ is in $B_{q, \infty}^{-d(1-1 / q)}$. It would be possible to relax the conditions on the initial condition and to allow anything with regularity better than $B_{1, \infty}^{-1+2 / p}$, where $p$ is the integrability index of our potential. But since we do not see any application for this and since it would slightly complicate the notation we restrict ourselves to the case $u^{0} \in B_{1, p}^{0}$.

Let us rescale and renormalize $v_{N}$ by setting

$$
\begin{equation*}
u_{N}(t, x):=e^{-t c_{N}} \varepsilon^{\theta} v_{N}\left(t / \varepsilon^{2}, x / \varepsilon\right), \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T}_{N}^{2} \tag{10}
\end{equation*}
$$

for

$$
\begin{equation*}
c_{N}:=(2 \pi)^{-2} \sum_{|k|_{\infty}<N / 2} \frac{\mathbb{1}_{k \neq 0}}{|k|^{2}} \simeq \log N . \tag{11}
\end{equation*}
$$

Lemma 2.1. The extension $\mathcal{E}_{N} u_{N}$ of the rescaled and renormalized process $u_{N}$ solves

$$
\partial_{t} \mathcal{E}_{N} u_{N}=\Delta_{\mathrm{rw}}^{N}\left(\mathcal{E}_{N} u_{N}\right)+\Pi_{N}\left(\mathcal{E}_{N} u_{N} \xi_{N}\right)-c_{N}\left(\mathcal{E}_{N} u_{N}\right), \quad \mathcal{E}_{N} u_{N}(0)=\varepsilon^{\theta} \mathcal{E}_{N} v_{N}^{0}(\cdot / \varepsilon)
$$

with

$$
\begin{gathered}
\Delta_{\mathrm{rw}}^{N} \varphi(x)=\varepsilon^{-2} \int_{\mathbb{Z}^{2}} \varphi(x+\varepsilon y) \mu(\mathrm{d} y), \quad \xi_{N}(x)=\varepsilon^{-1}\left(\mathcal{E}_{N} \eta_{N}(\cdot / \varepsilon)\right)(x) \\
\Pi_{N} \varphi(x)=(2 \pi)^{-2} \sum_{k \in \mathbb{Z}^{2}} e^{i\left\langle k^{N}, x\right\rangle} \mathscr{F} \varphi(k)
\end{gathered}
$$

where

$$
\left(k^{N}\right)_{r}=\arg \min \left\{|\ell|: \ell=k_{r}+j N \text { for some } j \in \mathbb{Z}\right\} \in(-N / 2, N / 2), \quad r=1,2
$$

Proof. Start by noting that

$$
\mathscr{F}_{\mathbb{T}_{N}^{2}}\left(\Delta_{\mathrm{rw}}^{N} \varphi\right)(k)=\varepsilon^{-2} \int_{\mathbb{Z}^{2}} e^{i\langle k, \varepsilon j\rangle} \mu(\mathrm{d} j) \mathscr{F}_{\mathbb{T}_{N}^{2}} \varphi(k)
$$

so $\Delta_{\mathrm{rw}}^{N}$ is a Fourier multiplication operator and therefore it commutes with $\mathcal{E}_{N}$. This leads to

$$
\partial_{t} \mathcal{E}_{N} u_{N}(t, x)=\Delta_{\mathrm{rw}}^{N}\left(\mathcal{E}_{N} u_{N}\right)(t, x)+\mathcal{E}_{N}\left(u_{N} \varepsilon^{-1} \eta_{N}(\cdot / \varepsilon)\right)(t, x)-c_{N}\left(\mathcal{E}_{N} u_{N}\right)(t, x)
$$

It remains to show that for $\varphi, \psi: \mathbb{T}_{N}^{2} \rightarrow \mathbb{C}$ we have $\mathcal{E}_{N}(\varphi \psi)=\Pi_{N}\left(\mathcal{E}_{N} \varphi \mathcal{E}_{N} \psi\right)$, which can be verified by a direct computation using

$$
\begin{equation*}
\mathscr{F}_{\mathbb{T}_{N}^{2}}(\varphi \psi)(k)=(2 \pi)^{-2} \sum_{|\ell|_{\infty}<N / 2} \mathscr{F}_{\mathbb{T}_{N}^{2}} \varphi(\ell) \mathscr{F}_{\mathbb{T}_{N}^{2}} \psi(k-\ell) \tag{12}
\end{equation*}
$$

see also Section 8 of [17].
Theorem 2.2. Make assumptions $\left(H_{\mathrm{rw}}\right)$, $\left(H_{\mathrm{mart}}\right)$ and $\left(H_{\mathrm{init}}\right)$ and let $T>0$. Then $\mathcal{E}_{N} u_{N}$ converges in distribution in $C\left([0, T], B_{1, \infty}^{0}\right)$ to the paracontrolled solution $u$ of the continuous equation

$$
\mathscr{L} u=\left(\partial_{t}-\Delta\right) u=u \diamond \xi=u \xi-u \infty, \quad u(0)=u_{0}
$$

where $\xi$ is a space white noise on $\mathbb{T}^{2}$.
Proof. In Proposition 3.18 we show that if $\left(u_{0}^{N}, \xi_{N}, X_{N} \circ \xi_{N}-c_{N}, A_{N}\right)$ converges to $\left(u_{0}, \xi, X \diamond \xi, 0\right)$ in $\mathscr{C}_{1}^{0} \times \mathscr{C}_{\infty}^{\alpha} \times \mathscr{C}_{\infty}^{2 \alpha-2} \times L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{2 \alpha-2}\right)$, then the solution $u_{N}$ to

$$
\partial_{t} u_{N}=\Delta_{\mathrm{rw}}^{N} u_{N}+\Pi_{N}\left(u_{N} \xi_{N}\right)-c_{N} u_{N}, \quad u_{N}(0)=u_{N}^{0}
$$

converges to $u$. In Corollary 4.10 it is shown that $\left(u_{0}^{N}, \xi_{N}, X_{N} \circ \xi_{N}-c_{N}\right)$ converges to ( $u_{0}, \xi, X \diamond \xi$ ) in distribution in $\mathscr{C}_{1}^{0} \times \mathscr{C}_{\infty}^{\alpha} \times \mathscr{C}_{\infty}^{2 \alpha-2}$. Now observe that while $\mathscr{C}_{1}^{0} \times \mathscr{C}_{\infty}^{\alpha} \times \mathscr{C}_{\infty}^{2 \alpha-2}$ is not separable, the support of $\left(u_{0}, \xi, X \diamond \xi, 0\right)$ is contained in the closure of the smooth functions in that space, and this is a Polish space. Therefore, we can apply the Skorokhod representation theorem to find a new probability space and new $\left(\tilde{u}_{0}^{N}, \tilde{\xi}_{N}, \tilde{X}_{N} \circ \tilde{\xi}_{N}-c_{N}\right)$ with the same distribution as before and which converge almost surely. It then remains to observe that in Lemma 4.12 the convergence of $A_{N}$ to 0 in probability in $L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{2 \alpha-2}\right)$ is shown, and since $\tilde{A}_{N}$ has the same distribution as $A_{N}$ it must also converge to 0 in probability. This concludes the proof.

## 3 Paracontrolled analysis of the discrete equations

Abusing notation, we denote the extension $\mathcal{E}_{N} u_{N}$ from now on simply by $u_{N}$, and we take the equation

$$
\begin{equation*}
\partial_{t} u_{N}=\Delta_{\mathrm{rw}}^{N} u_{N}+\Pi_{N}\left(u_{N} \xi_{N}\right)-c_{N} u_{N}, \quad u_{N}(0, x)=u_{N}^{0}(x) \tag{13}
\end{equation*}
$$

with $u_{N}^{0}=\varepsilon^{\theta} \mathcal{E}_{N} v_{N}^{0}(\cdot / \varepsilon)$ as the starting point of our analysis. We shall use the paracontrolled analysis developed in [16] to derive a priori bounds on the solution which depend on norms of $\xi_{N}$ and $u_{0}^{N}$ that stay uniformly bounded in $N$. This will allow us to deduce the convergence. Let us start by briefly recalling the basics of paracontrolled distributions.

### 3.1 Paracontrolled distributions and the continuous PAM

Here we recall the basics of paracontrolled distributions, for an introduction see also the lecture notes [18], and we sketch how to solve the continuous parabolic Anderson model in dimension 2.

Throughout, we fix a Littlewood-Paley decomposition $\left(\Delta_{j}\right)_{j \geq-1}$, where

$$
\Delta_{j} u=\rho_{j}(\mathrm{D}) u=\mathscr{F}^{-1}\left(\rho_{j} \mathscr{F} u\right)
$$

with $\rho_{j}=\chi$ if $j=-1$ and $\rho_{j}=\rho\left(2^{-j}\right)$ if $j \geq 0$, for nonnegative radial functions $\chi, \rho \in C^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, where $\rho$ is supported in a ball $\mathscr{B}=\{|x| \leq c\}$ and $\rho$ is supported in an annulus $\mathscr{A}=\{a \leq|x| \leq b\}$ for suitable $a, b, c>0$, such that

1. $\chi+\sum_{j \geq 0} \rho\left(2^{-j}.\right) \equiv 1$ and
2. $\operatorname{supp}(\chi) \cap \operatorname{supp}\left(\rho\left(2^{-j} \cdot\right)\right) \equiv 0$ for $j \geq 1$ and $\operatorname{supp}\left(\rho\left(2^{-i} \cdot\right)\right) \cap \operatorname{supp}\left(\rho\left(2^{-j} \cdot\right)\right) \equiv 0$ for all $i, j \geq 0$ with $|i-j| \geq 1$.
We also use the notation

$$
\Delta_{\leq j} f=\sum_{i \leq j} \Delta_{i} f
$$

as well as $K_{i}=\mathscr{F}^{-1} \rho_{i}$ so that

$$
K_{i} * f=\mathscr{F}^{-1}\left(\rho_{j} \mathscr{F} f\right)=\Delta_{i} f
$$

For $\alpha \in \mathbb{R}$, the space $\mathscr{C}_{p}^{\alpha}$ is defined as $\mathscr{C}_{p}^{\alpha}=B_{p, \infty}^{\alpha}$, where

$$
B_{p, q}^{\alpha}=B_{p, q}^{\alpha}\left(\mathbb{T}^{d}\right)=\left\{f \in \mathscr{S}^{\prime}\left(\mathbb{T}^{d}\right):\|f\|_{B_{p, q}^{\alpha}}=\left\|\left(2^{j \alpha}\left\|\Delta_{j} f\right\|_{L^{p}}\right)_{j}\right\|_{\ell^{q}}<\infty\right\}
$$

and we write $\|\cdot\|_{\mathscr{C}_{p}^{\alpha}}=\|\cdot\|_{B_{p, \infty}^{\alpha}}$. We will need the following embedding theorem for Besov spaces:
Lemma 3.1. (Besov embedding) Let $1 \leq p_{1} \leq p_{2} \leq \infty$ and $1 \leq q_{1} \leq q_{2} \leq \infty$, and let $\alpha \in \mathbb{R}$. Then $B_{p_{1}, q_{1}}^{\alpha}$ is continuously embedded into $B_{p_{2}, q_{2}}^{\alpha-d\left(1 / p_{1}-1 / p_{2}\right)}$.

The product of two distributions can be (at least formally) decomposed as

$$
f g=\sum_{j \geq-1} \sum_{i \geq-1} \Delta_{i} f \Delta_{j} g=f \prec g+f \succ g+f \circ g
$$

Here $f \prec g$ is the part of the double sum with $i<j-1, f \succ g$ is the part with $i>j+1$, and $f \circ g$ is the "diagonal" part, where $|i-j| \leq 1$. More precisely,

$$
f \prec g=g \succ f=\sum_{j \geq-1} \sum_{i=-1}^{j-2} \Delta_{i} f \Delta_{j} g=\sum_{j \geq-1} \Delta_{\leq j-2} f \Delta_{j} g \quad \text { and } \quad f \circ g=\sum_{|i-j| \leq 1} \Delta_{i} f \Delta_{j} g
$$

We call $f \prec g$ and $f \succ g$ paraproducts, and $f \circ g$ the resonant term. Bony's [5] observed that $f \prec g$ (and thus $f \succ g$ ) is always a well-defined distribution and the only difficulty in constructing $f g$ for arbitrary distributions lies in handling the diagonal term $f \circ g$.

Theorem 3.2 (Bony's paraproduct estimates, [17], Lemma 6.1). Let $p \in[1, \infty], \beta \in \mathbb{R}$ and $f, g \in \mathscr{S}^{\prime}$. Then

$$
\begin{equation*}
\|f \prec g\|_{\mathscr{C}_{p}^{\beta}} \lesssim \min \left\{\|f\|_{L^{p}}\|g\|_{\mathscr{C}_{\infty}^{\beta}},\|f\|_{L^{\infty}}\|g\|_{\mathscr{C}_{p}^{\beta}}\right\} \tag{14}
\end{equation*}
$$

and for $\alpha<0$ furthermore

$$
\begin{equation*}
\|f \prec g\|_{\mathscr{C}_{p}^{\alpha+\beta}} \lesssim \min \left\{\|f\|_{\mathscr{C}_{\infty}^{\alpha}}\|g\|_{\mathscr{C}_{p}^{\beta}},\|f\|_{\mathscr{C}_{p}^{\alpha}}\|g\|_{\mathscr{C}_{\infty}^{\beta}}\right\} . \tag{15}
\end{equation*}
$$

If $\alpha+\beta>0$, we also have

$$
\begin{equation*}
\|f \circ g\|_{\mathscr{C}_{p}^{\alpha+\beta}} \lesssim \min \left\{\|f\|_{\mathscr{C}_{p}^{\alpha}}\|g\|_{\mathscr{C}_{\infty}^{\beta}},\|f\|_{\mathscr{C}_{\infty}^{\alpha}}\|g\|_{\mathscr{C}_{p}^{\beta}}\right\} \tag{16}
\end{equation*}
$$

Corollary 3.3. Let $p \in[1, \infty]$ and $f \in \mathscr{C}_{p}^{\alpha}$ and $g \in \mathscr{C}_{\infty}^{\beta}$ with $\alpha+\beta>0$. Then the product $(f, g) \mapsto f g$ is a bounded bilinear map from $\mathscr{C}_{p}^{\alpha} \times \mathscr{C}_{\infty}^{\beta}$ to $\mathscr{C}_{p}^{\alpha \wedge \beta}$.

The main idea of [16] is that the paraproduct $f \prec g$ is a "frequency modulation" of $g$, and thus on small scales resembles $g$. By the philosophy of controlled paths [15] we should be able to control $(f \prec g) h$ for some given $h$ provided that we have an a priori control on $g h$. Making these heuristics rigorous is the main achievement of the theory of paracontrolled distributions, and doing so is possible with the help of the following commutator estimate which is a generalization of one of the main results in [16].

Lemma 3.4 ([40], Lemma 4.4). Define the commutator $C(f, g, h)=(f \prec g) \circ h-f(g \circ h)$. Then we have for all $p \in[1, \infty]$ and $\alpha<1, \beta, \gamma \in \mathbb{R}$ with $\beta+\gamma<0<\alpha+\beta+\gamma$ the bound

$$
\|C(f, g, h)\|_{\mathscr{C}_{p}^{\alpha}} \lesssim\|f\|_{\mathscr{C}_{p}^{\alpha}}\|g\|_{\mathscr{C}_{\infty}^{\beta}}\|h\|_{\mathscr{C}_{\infty}^{\gamma}}
$$

Let us define for $p \in[1, \infty]$ and $\gamma \geq 0$ the space $\mathcal{M}_{T}^{\gamma} L^{p}=\left\{v:[0, T] \rightarrow \mathscr{S}^{\prime}\left(\mathbb{T}^{2}\right):\|v\|_{\mathcal{M}_{T}^{\gamma} L^{p}}<\infty\right\}$, where

$$
\|v\|_{\mathcal{M}_{T}^{\gamma} L^{p}}=\sup _{t \in[0, T]}\left\{\left\|t^{\gamma} v(t)\right\|_{L^{p}}\right\}
$$

If further $\alpha \in(0,2)$ and $T>0$ we define the norm

$$
\|f\|_{\mathscr{L}_{p}^{\gamma, \alpha}(T)}=\max \left\{\left\|t \mapsto t^{\gamma} f(t)\right\|_{C_{T}^{\alpha / 2} L^{p}},\|f\|_{\mathcal{M}_{T}^{\gamma} \mathscr{C}_{p}^{\alpha}}\right\}
$$

and the space $\mathscr{L}_{p}^{\gamma, \alpha}(T)=\left\{f:[0, T] \rightarrow \mathscr{S}^{\prime}:\|f\|_{\mathscr{L}_{p}^{\gamma, \alpha}(T)}<\infty\right\}$ as well as

$$
\mathscr{L}_{p}^{\gamma, \alpha}=\left\{f: \mathbb{R}_{+} \rightarrow \mathscr{S}^{\prime}:\left.f\right|_{[0, T]} \in \mathscr{L}_{p}^{\gamma, \alpha}(T) \text { for all } T>0\right\}
$$

It will be convenient to introduce a modified paraproduct. Let $\varphi \in C^{\infty}\left(\mathbb{R}, \mathbb{R}_{+}\right)$be nonnegative with compact support contained in $\mathbb{R}_{+}$and with total mass 1 , and define for all $i \geq-1$ the operator

$$
Q_{i}: C \mathscr{C}^{\beta} \rightarrow C \mathscr{C}^{\beta}, \quad Q_{i} f(t)=\int_{0}^{\infty} 2^{-2 i} \varphi\left(2^{2 i}(t-s)\right) f(s) \mathrm{d} s
$$

We will often apply $Q_{i}$ and other operators on $C \mathscr{C}^{\beta}$ to functions $f \in C_{T} \mathscr{C}^{\beta}$ which we then simply extend from $[0, T]$ to $\mathbb{R}_{+}$by considering $f(\cdot \wedge T)$. With the help of $Q_{i}$, we define the modified paraproduct

$$
f \nprec g=\sum_{i}\left(Q_{i} \Delta_{\leq i-2} f\right) \Delta_{i} g
$$

for $f, g \in C\left(\mathbb{R}_{+}, \mathscr{S}^{\prime}\right)$. If $f$ or $g$ has a blow-up at zero which is integrable, we still define $f \nless g$ in the same way.

Lemma 3.5 ([17], Lemmas 6.4, 6.5, 6.7). For any $\beta \in \mathbb{R}, p \in[1, \infty], \gamma \in[0,1)$, and $t>0$ we have

$$
\begin{equation*}
t^{\gamma}\|f \preccurlyeq g(t)\|_{\mathscr{C}_{p}^{\beta}} \lesssim\|f\|_{\mathcal{M}_{t}^{\gamma} L^{p}}\|g(t)\|_{\mathscr{C}_{\infty}^{\beta}}, \tag{17}
\end{equation*}
$$

and for $\alpha \in(0,2)$ furthermore

$$
t^{\gamma}\|(f \prec g-f \prec g)(t)\|_{\mathscr{C}_{p}^{\alpha+\beta}} \lesssim\|f\|_{\mathscr{L}_{p}^{\gamma, \alpha}(t)}\|g(t)\|_{\mathscr{C}_{\infty}^{\beta}},
$$

as well as

$$
t^{\gamma}\|(\mathscr{L}(f \nprec g)-f \nless(\mathscr{L} g))(t)\|_{\mathscr{C}_{p}^{\alpha+\beta-2}} \lesssim\|f\|_{\mathscr{L}_{p}^{\gamma, \alpha}(t)}\|g(t)\|_{\mathscr{C}_{\infty}^{\beta}},
$$

and for $\delta>0$ also

$$
\|f \nless g\|_{\mathscr{L}_{p}^{\gamma, \alpha}(T)} \lesssim\|f\|_{\mathscr{L}_{p}^{\gamma, \delta}(T)}\left(\|g\|_{C_{T} \mathscr{C}_{\infty}^{\alpha}}+\|\mathscr{L} g\|_{C_{T} \mathscr{C}_{\infty}^{\alpha-2}}\right)
$$

Finally we need the Schauder estimates for the Laplacian. We write $I f(t)=\int_{0}^{t} P_{t-s} f(s) \mathrm{d} s$.
Lemma 3.6 (Schauder estimates, [17], Lemma 6.6). Let $\alpha \in(0,2), p \in[1, \infty]$, and $\gamma \in[0,1)$. Then

$$
\begin{equation*}
\|I f\|_{\mathscr{L}_{p}^{\gamma, \alpha}(T)} \lesssim\|f\|_{\mathcal{M}_{T}^{\gamma} \mathscr{C}_{p}^{\alpha-2}} \tag{18}
\end{equation*}
$$

for all $T>0$. If further $\beta \geq-\alpha$, then

$$
\begin{equation*}
\left\|s \mapsto P_{s} u_{0}\right\|_{\mathscr{L}_{p}^{(\beta+\alpha) / 2, \alpha}(T)} \lesssim\left\|u_{0}\right\|_{\mathscr{C}_{p}^{-\beta}} \tag{19}
\end{equation*}
$$

For all $\alpha \in \mathbb{R}, \gamma \in[0,1)$, and $T>0$ we have

$$
\begin{equation*}
\|I f\|_{\mathcal{M}_{T}^{\gamma} \mathscr{C}_{p}^{\alpha}} \lesssim\|f\|_{\mathcal{M}_{T}^{\gamma} \mathscr{C}_{p}^{\alpha-2}} \tag{20}
\end{equation*}
$$

For the remainder of this subsection we fix $\alpha \in(2 / 3,1)$.
Definition 3.7. Let $X \in \mathscr{C}_{\infty}^{\alpha}$. We define the space $\mathscr{D}_{X}^{\alpha}$ of distributions paracontrolled by $X$ as the set of all $\left(u, u^{X}, u^{\sharp}\right) \in C \mathscr{C}_{1}^{0} \times \mathscr{L}_{1}^{\alpha / 2, \alpha} \times \mathscr{L}_{1}^{\alpha, 2 \alpha}$ such that

$$
u=u^{X} \nprec X+u^{\sharp} .
$$

For $T>0$ we set $\mathscr{D}_{X}^{\alpha}(T)=\left.\mathscr{D}_{X}^{\alpha}\right|_{[0, T]}$, and we define

$$
\|u\|_{\mathscr{D}_{X}^{\alpha}(T)}=\left\|u^{X}\right\|_{\mathscr{L}_{1}^{\alpha / 2, \alpha}(T)}+\left\|u^{\sharp}\right\|_{\mathscr{L}_{1}^{\alpha, 2 \alpha}(T)} .
$$

If $\tilde{X} \in \mathscr{C}_{\infty}^{\alpha}$ and $\left(\tilde{u}, \tilde{u}^{\tilde{X}}, \tilde{u}^{\sharp}\right) \in \mathscr{D}_{\tilde{X}}^{\alpha}$, we write

$$
d_{\mathscr{D}^{\alpha}(T)}(u, \tilde{u})=\left\|u^{X}-\tilde{u}^{\tilde{X}}\right\|_{\mathscr{L}_{1}^{\alpha / 2, \alpha}(T)}+\left\|u^{\sharp}-\tilde{u}^{\sharp}\right\|_{\mathscr{L}_{1}^{\alpha, 2 \alpha}(T)} .
$$

Abusing notation, we will sometimes write $u \in \mathscr{D}_{X}^{\alpha}$ rather than $\left(u, u^{X}, u^{\sharp}\right) \in \mathscr{D}_{X}^{\alpha}$.
For $\left(u, u^{X}, u^{\sharp}\right) \in \mathscr{D}_{X}^{\alpha}$ we expand

$$
u \xi=u \prec \xi+u \succ \xi+u^{\sharp} \circ \xi+\left(u^{X} \nprec X-u^{X} \prec X\right) \circ \xi+C\left(u^{X}, X, \xi\right)+u^{X}(X \circ \xi),
$$

and given $\xi \in \mathscr{C}_{\infty}^{\alpha-2}$, the right hand side is under control provided that we can bound $X \circ \xi$ in $\mathscr{C}_{\infty}^{2 \alpha-2}$. Moreover, in that case we have

$$
u \xi-u \prec \xi \in \mathcal{M}^{\alpha} \mathscr{C}_{1}^{2 \alpha-2}
$$

If now $v$ denotes the solution to $\mathscr{L} v=u \xi, v(0)=u^{0}$, then we make the paracontrolled ansatz $v=u \nprec X+v^{\sharp}$ and obtain

$$
\mathscr{L} v^{\sharp}=\mathscr{L} v-\mathscr{L}(u \nless X)=u \xi-[\mathscr{L}(u \nless X)-u \nless \mathscr{L} X]+[u \nprec \mathscr{L} X-u \prec \xi] .
$$

So if $\mathscr{L} X-\xi \in \mathscr{C}_{\infty}^{2 \alpha-2}$ (and we will always take $X=\Delta^{-1}\left(\xi-(2 \pi)^{-2} \mathscr{F} \xi(0)\right)$ for which $\mathscr{L} X-\xi=$ $\left.(2 \pi)^{-2} \mathscr{F} \xi(0) \in C^{\infty}\right)$, then we can control the right hand side in $\mathcal{M}^{\alpha} \mathscr{C}_{1}^{2 \alpha-2}$, and since $v^{\sharp}(0)=u^{0}-$ $u(0) \nprec X \in \mathscr{C}_{1}^{0}$, we get from the Schauder estimates that $v^{\sharp} \in \mathscr{L}_{1}^{\alpha, 2 \alpha}$. This allows us to set up a Picard iteration in $\mathscr{D}_{X}^{\alpha}(T)$ for a sufficiently small $T>0$ and to obtain a unique solution $u$ to our equation. Since the equation is linear, the length $T$ of the time interval does not depend on the initial condition, and iterating this construction we obtain a unique solution $u \in \mathscr{D}_{X}^{\alpha}$ which is defined on all of $\mathbb{R}_{+}$- always under the assumption that $X \circ \xi \in \mathscr{C}_{\infty}^{2 \alpha-2}$ is given. In that case the solution also depends continuously on the data $\left(\xi, X, X \circ \xi, u^{0}\right)$, because all the operations on the right hand side of the equation are continuous.

But note that in our setting we have $2 \alpha-2<0$, which means that $X \circ \xi$ cannot be controlled using Bony's estimates (or other analytic tools), and we have to include it as an additional part of the data of the problem. Moreover, so far our entire analysis was pathwise and dimension independent, but now we want to use that $\xi$ is a space white noise in dimension 2 in order to use probabilistic estimates to bound $X \circ \xi$. And as it turns out is is not possible to directly make sense of this term. Rather we have to perform a Wick renormalization and consider

$$
X \diamond \xi=X \circ \xi-\infty=\lim _{\delta \rightarrow 0}\left(\rho_{\delta} * X\right) \circ\left(\rho_{\delta} * \xi\right)-c_{\delta}
$$

where $\rho_{\delta}=\delta^{-2} \rho\left(\delta^{-1} \cdot\right), \rho$ is a mollifier, and $\left(c_{\delta}\right)$ a family of diverging constants such that

$$
c_{\delta}=\frac{1}{2 \pi} \log \left(\frac{1}{\delta}\right)+O(1)
$$

and only the finite contribution $O(1)$ depends on the specific mollifier $\rho$. Thus, we obtain the following result.
Proposition 3.8 (see also Corollary 5.9 in [16]). Let $\alpha \in(2 / 3,1)$ and let $(\xi, X, X \diamond \xi) \in \mathscr{C}_{\infty}^{\alpha-2} \times \mathscr{C}_{\infty}^{\alpha} \times \mathscr{C}_{\infty}^{2 \alpha-2}$ be such that $-\Delta X=\xi-(2 \pi)^{-2} \mathscr{F} \xi(0)$, and let $u^{0} \in \mathscr{C}_{1}^{0}$. Then there exists a unique solution $u \in \mathscr{D}_{X}^{\alpha}$ to the equation

$$
\mathscr{L} u=u \diamond \xi:=u \prec \xi+u \succ \xi+u^{\sharp} \circ \xi+(u \prec X-u \prec X) \circ \xi+C(u, X, \xi)+u(X \diamond \xi), \quad u(0)=u^{0}
$$

Moreover, $u$ depends continuously on $\left(\xi, X, X \diamond \xi, u^{0}\right)$. If $X \diamond \xi=\lim _{\delta \rightarrow 0}\left(\rho_{\delta} * X\right) \circ\left(\rho_{\delta} * \xi\right)-c_{\delta}$, then $u=\lim _{\delta \rightarrow 0} u_{\delta}$, where

$$
\mathscr{L} u_{\delta}=u_{\delta}\left(\rho_{\delta} * \xi\right)-u_{\delta} c_{\delta}, \quad u_{\delta}(0)=u^{0}
$$

If $d=2$ and $\xi$ is a space white noise, then almost surely all of the above conditions are satisfied, $X \diamond \xi$ can be chosen independently of the mollifier $\rho$, and we have

$$
c_{\delta}=(2 \pi)^{-2} \sum_{k \in \mathbb{Z}^{2} \backslash\{0\}} \frac{|\mathscr{F} \rho(\delta k)|^{2}}{|k|^{2}} \simeq|\log \delta| .
$$

### 3.2 Estimation of the discrete operators

To extend the previous discussion to the lattice equation we will need to derive bounds on the discrete Laplacian and its semigroup, and also on the operator $\Pi_{N}$. Let us point out that all the estimates presented in this section have already been established in [17], Chapter 8 , in the one dimensional setting and the extension to higher dimensions follows from the same arguments with only notational modifications which is why we omit most of the proofs. Throughout this subsection we fix $d=2$.

Estimates for the discrete Laplacian Recall that $\Delta_{\mathrm{rw}}^{N} \varphi(x)=\varepsilon^{-2} \int_{\mathbb{Z}^{2}} \varphi(x+\varepsilon j) \mu(\mathrm{d} j)$ and let us write

$$
f(x)=\frac{\int_{\mathbb{Z}^{2}} e^{i\langle x, j\rangle} \mu(\mathrm{d} j)}{-|x|^{2}}
$$

so that

$$
\mathscr{F} \Delta_{\mathrm{rw}}^{N} \varphi(k)=-|k|^{2} f(k \varepsilon) \mathscr{F} \varphi(k)
$$

Lemma 3.9. Under the hypothesis $\left(H_{\mathrm{rw}}\right)$ there exist a constant $c_{f}>0$ with $f(x) \geq c_{f}$ for all $x \in[-\pi, \pi]^{2}$.
Proof. Since the measure $\mu$ is radial we have

$$
\int_{\mathbb{Z}^{2}} e^{i\langle x, j\rangle} \mu(\mathrm{d} j)=\frac{1}{2} \int_{\mathbb{Z}^{2}}\left(e^{i\langle x, j\rangle}+e^{-i\langle x, j\rangle}\right) \mu(\mathrm{d} j)=\int_{\mathbb{Z}^{2}} \cos (\langle x, j\rangle) \mu(\mathrm{d} j)
$$

and using that $\mu$ has total mass zero we get

$$
f(x)=\int_{\mathbb{Z}^{2} \backslash\{0\}} \frac{1-\cos (\langle x, j\rangle)}{|x|^{2}} \mu(\mathrm{~d} j)
$$

Now $\mu$ restricted to $\mathbb{Z}^{2} \backslash\{0\}$ is a positive measure and the integrand is nonnegative. Moreover, $\mu$ is radial and therefore $\mu(\{(1,0)\})=\mu(\{(0,1)\})>0$, which leads to

$$
f(x) \geq \frac{2-\cos \left(x_{1}\right)-\cos \left(x_{2}\right)}{|x|^{2}} \mu(\{(0,1)\})=\frac{\sin ^{2}\left(x_{1} / 2\right)+\sin ^{2}\left(x_{2} / 2\right)}{\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}} \mu(\{(0,1)\})
$$

Now it suffices to note that for every $a \in(0, \pi)$ there exists $b>0$ with $|\sin (x)| \geq b|x|$ for all $x \in[-a, a]$.
Lemma 3.10 ([17], Lemma 8.4). Let $\mu$ satisfy $\left(H_{\mathrm{rw}}\right)$. Then the function

$$
f(x)=-\frac{\int_{\mathbb{R}^{2}} e^{i\langle x, y\rangle} \mu(\mathrm{d} y)}{|x|^{2}}=\int_{\mathbb{R}^{2}} \frac{1-\cos (\langle x, y\rangle)}{|\langle x, y\rangle|^{2}} \frac{|\langle x, y\rangle|^{2}}{|x|^{2}|y|^{2}}|y|^{2} \mu(\mathrm{~d} y)
$$

is in $C_{b}^{4}$ and such that $f(0)=1$.
Lemma 3.11 ([17], Lemma 8.10). Let $\mu$ satisfy $\left(H_{\mathrm{rw}}\right), \alpha<1, \beta \in \mathbb{R}, p \in[1, \infty]$ and let $\varphi \in \mathscr{C}_{p}^{\alpha}$ and $\psi \in \mathscr{C}_{\infty}^{\beta}$. Then for all $\delta \in[0,1]$ and $N \in \mathbb{N}$

$$
\left\|\Delta_{\mathrm{rw}}^{N} \varphi-\Delta \varphi\right\|_{\mathscr{C}_{p}^{\beta-2-\delta}} \lesssim N^{-\delta}\|\psi\|_{\mathscr{C}_{p}^{\beta}} .
$$

While in general the semigroup generated by the discrete Laplacian $\Delta_{\mathrm{rw}}^{N}$ does not have good regularizing properties, we will only apply it to functions with spectral support contained in $(-N / 2, N / 2)^{2}$ where it has the same smoothing effect as the heat flow. It is here where we will use that $f(x) \geqslant c_{f}>0$ for $|x|_{\infty} \leqslant \pi$.
Lemma 3.12 ([17], Lemma 8.11). Assume that $\mu$ satisfies $\left(H_{\mathrm{rw}}\right)$. Let $\alpha \in \mathbb{R}, \beta \geqslant 0, p \in[1, \infty]$, and let $\varphi \in \mathscr{S}^{\prime}$ with $\operatorname{supp}(\mathscr{F} \varphi) \subset(-N / 2, N / 2)^{2}$. Then we have for all $T>0$ uniformly in $t \in(0, T]$

$$
\begin{equation*}
\left\|e^{t \Delta_{\mathrm{rw}}^{N}} \varphi\right\|_{\mathscr{C}_{p}^{\alpha+\beta}} \lesssim t^{-\beta / 2}\|\varphi\|_{\mathscr{C}_{p}^{\alpha}} \tag{21}
\end{equation*}
$$

An interpolation argument allows to extend 21) to $L^{p}$, so that $\left\|e^{t \Delta_{\mathrm{rw}}^{N}} \varphi\right\|_{L^{p}} \lesssim t^{-\alpha / 2}\|\varphi\|_{-\alpha}$ for all $\alpha>0$ and all $\varphi$ with spectral support in $(-N / 2, N / 2)^{2}$.
Corollary 3.13 ([17], Lemma 8.12). Let $\mu$ satisfy $\left(H_{\mathrm{rw}}\right)$. Let $\alpha \in(0,2)$ and $\varphi \in \mathscr{C}_{p}^{\alpha}$ with spectral support in $(-N / 2, N / 2)^{2}$. Then

$$
\left\|\left(e^{t \Delta_{\mathrm{rw}}^{N}}-\mathrm{id}\right) \varphi\right\|_{L^{p}} \lesssim t^{\alpha / 2}\|\varphi\|_{\mathscr{C}_{p}^{\alpha}}
$$

Combining these estimates, we can apply the same arguments as in the continuous setting to derive analogous Schauder estimates for $\left(e^{t \Delta_{\mathrm{rw}}^{N}}\right)$ as in Lemma 3.6 - of course always restricted to elements of $\mathscr{S}^{\prime}$ that are spectrally supported in $(-N / 2, N / 2)^{2}$.

Fourier shuffle operator Let us introduce the operator $\mathcal{P}_{N} u=\mathscr{F}^{-1}\left(\mathbb{1}_{(-N / 2, N / 2)^{2}} \mathscr{F} u\right)$, for which we have the following estimate.

Lemma 3.14 ([17], Lemma 8.7). Let $\alpha \geqslant 0, p \in[1, \infty]$ and $\varphi \in \mathscr{C}_{p}^{\alpha}$. Then for any $\delta \geqslant 0$

$$
\left\|\mathcal{P}_{N} \varphi-\varphi\right\|_{\mathscr{C}_{p}^{\alpha-\delta}} \lesssim N^{-\delta}(\log N)^{2}\|\varphi\|_{\mathscr{C}_{p}^{\alpha}}
$$

As a consequence we can bound the operator $\Pi_{N}$ :
Lemma 3.15 ([17], Lemma 8.8). Let $\alpha \geqslant 0, p \in[1, \infty]$ and $\varphi \in \mathscr{C}_{p}^{\alpha}$. Then for any $\delta \geqslant 0$

$$
\left\|\Pi_{N} \varphi-\varphi\right\|_{\mathscr{C}_{p}^{\alpha-\delta}} \lesssim N^{-\delta}(\log N)^{2}\|\varphi\|_{\mathscr{C}_{p}^{\alpha}}
$$

If $\operatorname{supp}(\mathscr{F} \varphi) \subset[-c N, c N]^{2}$ for some $c \in(0,1)$, then this inequality extends to general $\alpha \in \mathbb{R}$.
Remark 3.16. There exists $c \in(0,1)$, independent of $N$, such that if $\operatorname{supp}(\mathscr{F} \psi) \subset(-N / 2, N / 2)^{2}$, then $\operatorname{supp}(\mathscr{F}(\varphi \prec \psi)) \subset[-c N, c N]^{2}$. This means that we can always bound $\Pi_{N}(\varphi \prec \psi)-\varphi \prec \psi$, even if the paraproduct has negative regularity. On the other side the best statement we can make about the resonant product is that if $\varphi$ and $\psi$ are both spectrally supported in $(-N / 2, N / 2)^{2}$, then $\operatorname{supp}(\mathscr{F}(\varphi \circ \psi)) \subset(-N, N)^{2}$. A simple consequence is that if $\alpha+\beta>0, \varphi \in \mathscr{C}_{p}^{\alpha}, \psi \in \mathscr{C}_{\infty}^{\beta}$, and $\operatorname{supp}(\mathscr{F} \varphi) \cup \operatorname{supp}(\mathscr{F} \psi) \subset(-N / 2, N / 2)^{2}$, then

$$
\left\|\Pi_{N}(\varphi \psi)-\varphi \psi\right\|_{\mathscr{C}_{p}^{\alpha \wedge \beta-\delta}} \lesssim N^{-\delta}(\log N)^{2}\|\varphi\|_{\mathscr{C}_{p}^{\alpha}}\|\psi\|_{\mathscr{C}_{\infty}^{\beta}}
$$

Finally we need to commute $\Delta_{\mathrm{rw}}^{N}$ with $\Pi_{N}$, which in general is not possible but in our setting can be done by relying on the discrete structure that is implicit in the background.
Lemma 3.17. Let $\alpha<1, \beta \in \mathbb{R}, p \in[1, \infty]$ and let $\varphi \in \mathscr{C}_{p}^{\alpha}, \psi \in \mathscr{C}_{\infty}^{\beta}$ have spectral support in $(-N / 2, N / 2)^{2}$. Then for all $\delta>0$

$$
\left\|\Delta_{\mathrm{rw}}^{N} \Pi_{N}(\varphi \prec \psi)-\Pi_{N}\left(\varphi \prec \Delta_{\mathrm{rw}}^{N} \psi\right)\right\|_{\mathscr{C}_{p}^{\alpha+\beta-2-\delta}} \lesssim\|\varphi\|_{\mathscr{C}_{p}^{\alpha}}\|\psi\|_{\mathscr{C}_{\infty}^{\beta}} .
$$

Proof. If $g$ and $h$ have spectral support in $(-N / 2, N / 2)^{2}$, there are two unique lattice functions $\tilde{g}$ and $\tilde{h}$ such that $g=\mathcal{E}_{N} \tilde{g}$ and $h=\mathcal{E}_{N} \tilde{h}$ and therefore

$$
\Delta_{\mathrm{rw}}^{N} \Pi_{N}(g h)=\Delta_{\mathrm{rw}}^{N} \Pi_{N}\left(\mathcal{E}_{N} \tilde{g} \mathcal{E}_{N} \tilde{h}\right)=\Delta_{\mathrm{rw}}^{N} \mathcal{E}_{N}(\tilde{g} \tilde{h})=\mathcal{E}_{N} \Delta_{\mathrm{rw}}^{N}(\tilde{g} \tilde{h})
$$

and on the other side a direct computation shows that

$$
\Delta_{\mathrm{rw}}^{N}(\tilde{g} \tilde{h})=\left(\Delta_{\mathrm{rw}}^{N} \tilde{g}\right) \tilde{h}+\tilde{g} \Delta_{\mathrm{rw}}^{N} \tilde{h}+\varepsilon^{-2} \int(\tilde{g}(\cdot+\varepsilon j)-\tilde{g})(\tilde{h}(\cdot+\varepsilon j)-\tilde{h}) \mu(\mathrm{d} j)
$$

We apply this with $g=\Delta_{\leq k-2} \varphi$ and $h=\Delta_{k} \psi$ and sum over $k$ to obtain
$\Delta_{\mathrm{rw}}^{N} \Pi_{N}(\varphi \prec \psi)=\Pi_{N}\left(\left(\Delta_{\mathrm{rw}}^{N} \varphi\right) \prec \psi\right)+\Pi_{N}\left(\varphi \prec \Delta_{\mathrm{rw}}^{N} \psi\right)+\varepsilon^{-2} \int \Pi_{N}[(\varphi(\cdot+\varepsilon j)-\varphi) \prec(\psi(\cdot+\varepsilon j)-\psi)] \mu(\mathrm{d} j)$.
Combining Lemma 3.11 and Remark 3.16 we have

$$
\left\|\Pi_{N}\left(\left(\Delta_{\mathrm{rw}}^{N} \varphi\right) \prec \psi\right)\right\|_{\mathscr{C}_{p}^{\alpha+\beta-2-\delta}} \lesssim\left\|\Delta_{\mathrm{rw}}^{N} \varphi\right\|_{\mathscr{C}_{p}^{\alpha-2}}\|\psi\|_{\mathscr{C}_{\infty}^{\beta}} \lesssim\|\varphi\|_{\mathscr{C}_{p}^{\alpha}}\|\psi\|_{\mathscr{C}_{\infty}^{\beta}}
$$

while the integral can be bounded by

$$
\begin{aligned}
&\left\|\varepsilon^{-2} \int \Pi_{N}[(\varphi(\cdot+\varepsilon j)-\varphi) \prec(\psi(\cdot+\varepsilon j)-\psi)] \mu(\mathrm{d} j)\right\|_{\mathscr{C}_{p}^{\alpha+\beta-2-\delta}} \\
& \lesssim \varepsilon^{-2} \int\|\varphi(\cdot+\varepsilon j)-\varphi\|_{\mathscr{C}_{p}^{\alpha-1}}\|\psi(\cdot+\varepsilon j)-\psi\|_{\mathscr{C}_{\infty}^{\beta-1}}|\mu|(\mathrm{d} j) \\
& \lesssim \int|j|^{2}|\mu|(\mathrm{d} j)\|\varphi\|_{\mathscr{C}_{p}^{\alpha}}\|\psi\|_{\mathscr{C}_{\infty}^{\beta}} \lesssim\|\varphi\|_{\mathscr{C}_{p}^{\alpha}}\|\psi\|_{\mathscr{C}_{\infty}^{\beta}}
\end{aligned}
$$

This concludes the proof.

### 3.3 Paracontrolled ansatz

Let now $u_{N} \in C\left(\mathbb{R}_{+}, C^{\infty}\left(\mathbb{T}^{2}\right)\right)$ solve

$$
\mathscr{L}_{N} u_{N}=\Pi_{N}\left(u_{N} \xi_{N}\right)-c_{N} u_{N}, \quad u_{N}(0)=u_{N}^{0}
$$

where we wrote

$$
\mathscr{L}_{N}=\partial_{t}-\Delta_{\mathrm{rw}}^{N}
$$

Here $\xi_{N}$ and $u_{N}^{0}$ are deterministic and fixed, and we assume that they both have spectral support in $(-N / 2, N / 2)^{2}$. To lighten the notation, in this subsection we shall omit the subscript $N$ when no confusion arises, writing for example $u, \xi, u_{0}$ instead of $u_{N}, \xi_{N}, u_{N}^{0}$. Note that existence and uniqueness of $u_{N}$ pose no problem, because we are only working with finitely many Fourier modes and therefore our PDE is actually a linear ODE.

Let us start by making the following ansatz for $u$ :

$$
\begin{equation*}
u=\Pi_{N}\left(u^{X} \nless X\right)+u^{\sharp}, \tag{22}
\end{equation*}
$$

where $\left(u, u^{X}, u^{\sharp}\right) \in C \mathscr{C}_{1}^{0} \times \mathscr{L}_{1}^{\alpha / 2, \alpha} \times \mathscr{L}_{1}^{(\alpha+\beta) / 2, \alpha+\beta}$ for some $\alpha \in(2 / 3,1-2 / p)$ and $\beta \in(2-2 \alpha, \alpha)$, and

$$
X=\int_{0}^{\infty} P_{t}^{N}\left(\xi-(2 \pi)^{-2} \mathscr{F} \xi(0)\right) \mathrm{d} t
$$

with $\left(P_{t}^{N}\right)_{t \geqslant 0}$ denoting the heat flow generated by $\Delta_{\mathrm{rw}}^{N}$. Using this ansatz, we get

$$
\begin{aligned}
\mathscr{L}_{N} u & =\mathscr{L}_{N} \Pi_{N}\left(u^{X} \nprec X\right)+\mathscr{L}_{N} u^{\sharp}=\Pi_{N}(u \xi)-c_{N} u \\
& =\Pi_{N}(u \prec \xi)+\Pi_{N}(u \succ \xi)+\Pi_{N}(u \circ \xi)-c_{N} u
\end{aligned}
$$

and therefore

$$
\begin{align*}
\mathscr{L}_{N} u^{\sharp}= & \Pi_{N}\left\{(u \prec \xi)-\left(u^{X} \nprec \mathscr{L}_{N} X\right)+(u \succ \xi)+(u \circ \xi)-c_{N} u\right\} \\
& +\left\{\Pi_{N}\left(u^{X} \preccurlyeq \mathscr{L}_{N} X\right)-\mathscr{L}_{N} \Pi_{N}\left(u^{X} \nprec X\right)\right\}, \tag{23}
\end{align*}
$$

where we used that $\Pi_{N} u=u$ because $u$ has spectral support in $(-N / 2, N / 2)^{2}$. Now recall that $\beta<\alpha$ and therefore Lemmas 3.17, 3.5 and 3.15 show that

$$
\left\|\Pi_{N}\left(u^{X} \nprec \mathscr{L}_{N} X\right)-\mathscr{L}_{N} \Pi_{N}\left(u^{X} \nprec X\right)\right\|_{\mathcal{M}_{T}^{\alpha / 2} \mathscr{C}_{1}^{\alpha+\beta-2}} \lesssim\left\|u^{X}\right\|_{\mathscr{L}_{p}^{\alpha / 2, \alpha}(T)}\|X\|_{\mathscr{C}_{\infty}^{\alpha}}
$$

Moreover, $\mathscr{L}_{N} X=\xi-(2 \pi)^{-2} \mathscr{F} \xi(0)$ and setting $u^{X}=u$ we have by Lemma 3.5 and Remark 3.16

$$
\left\|\Pi_{N}\left((u \prec \xi)-\left(u^{X} \nprec \mathscr{L}_{N} X\right)+u \succ \xi\right)\right\|_{\mathcal{M}_{T}^{\alpha / 2} \mathscr{C}_{1}^{\alpha+\beta-2}} \lesssim\|u\|_{\mathcal{M}_{T}^{\alpha / 2} \mathscr{C}_{1}^{\alpha}}\|\xi\|_{\mathscr{C}_{\infty}^{\alpha-2}} .
$$

Now we plug in the paracontrolled ansatz for $u$ and obtain $u \circ \xi=\left(\Pi_{N}(u \nless X)\right) \circ \xi+u^{\sharp} \circ \xi$, and by Lemma 3.15

$$
\left\|\Pi_{N}\left(u^{\sharp} \circ \xi\right)\right\|_{\mathcal{M}_{T}^{(\alpha+\beta-\delta) / 2} \mathscr{C}_{1}^{2 \alpha+\beta-2 \delta}} \lesssim\left\|u^{\sharp}\right\|_{\mathcal{M}_{T}^{(\alpha+\beta-\delta) / 2} \mathscr{C}_{1}^{\alpha+\beta-\delta}}\|\xi\|_{\mathscr{C}_{\infty}^{\alpha-2}}
$$

as long as $\delta>0$ is small enough so that $2 \alpha+\beta-2 \delta>2$. Applying Lemma3.5 and twice Lemma 3.15 we can also replace $\Pi_{N}\left(\left(\Pi_{N}(u \nless X)\right) \circ \xi\right)$ with $\Pi_{N}\left(\left(\Pi_{N}(u \prec X)\right) \circ \xi\right)$, so that it remains to control $\Pi_{N}\left(\left(\Pi_{N}(u \prec X) \circ \xi\right)-\right.$ $\left.c_{N} u\right)$. So far we only reproduced the calculations of Section 3 . But now we cannot simply continue in the same way because we do not have a good enough control of $\Pi_{N}$, and in particular it is not true that $\Pi_{N}(u \nless X)$ is
paracontrolled by $X$ (at least not allowing for uniform bounds in $N$ ). In [17] an approach was developed to tackle this problem and it turns out to be sufficient to control a certain random operator: Set

$$
C_{N}(u, X, \xi)=\left(\Pi_{N}(u \prec X)\right) \circ \xi-u(X \circ \xi)
$$

and

$$
\begin{align*}
A_{N}(u) & =\Pi_{N}\left(C_{N}(u, X, \xi)-C(u, X, \xi)\right)=\Pi_{N}\left(\left(\Pi_{N}(u \prec X)\right) \circ \xi-(u \prec X) \circ \xi\right) \\
& =\Pi_{N}\left(\left(\left(\Pi_{N}-1\right)(u \prec X)\right) \circ \xi\right) . \tag{24}
\end{align*}
$$

Then we can expand

$$
\Pi_{N}\left(\left(\Pi_{N}(u \prec X) \circ \xi\right)-c_{N} u\right)=A_{N}(u)+\Pi_{N}\left(u\left(X \circ \xi-c_{N}\right)\right)
$$

and the second term on the right hand side can be controlled using Lemma 3.15by

$$
\left\|\Pi_{N}\left(u\left(X \circ \xi-c_{N}\right)\right)\right\|_{\mathcal{M}_{T}^{\alpha / 2} \mathscr{C}_{1}^{\alpha+\beta-2}} \lesssim\|u\|_{\mathcal{M}_{T}^{\alpha} \mathscr{C}_{1}^{\alpha}}\left\|X \circ \xi-c_{N}\right\|_{\mathscr{C}_{\infty}^{2 \alpha-2}}
$$

So if we assume that $A_{N}$ is a bounded linear operator from $\mathscr{C}_{1}^{\alpha}$ to $\mathscr{C}_{1}^{2 \alpha-2}$, then all the terms on the right hand side of (23) are under control and from here it is straightforward to show the convergence of $u_{N}$ to the solution $u$ of Proposition 3.8 as long as $\left(u_{0}^{N}, \xi_{N}, X_{N} \circ \xi_{N}-c_{N}, A_{N}\right) \Rightarrow\left(u_{0}, \xi, X \diamond \xi, 0\right)$ in $\mathscr{C}_{1}^{0} \times \mathscr{C}_{\infty}^{\alpha} \times \mathscr{C}_{\infty}^{2 \alpha-2} \times$ $L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{2 \alpha-2}\right)$, where $L(X, Y)$ denotes the space of bounded linear operators from $X$ to $Y$; see [16, 17] for similar arguments.

Proposition 3.18. Assume that $\left(u_{0}^{N}, \xi_{N}, X_{N} \circ \xi_{N}-c_{N}, A_{N}\right)$ converges to $\left(u_{0}, \xi, X \diamond \xi, 0\right)$ in $\mathscr{C}_{1}^{0} \times \mathscr{C}_{\infty}^{\alpha} \times$ $\mathscr{C}_{\infty}^{2 \alpha-2} \times L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{2 \alpha-2}\right)$. Then the solution $u_{N}$ to

$$
\mathscr{L}_{N} u_{N}=\Pi_{N}\left(u_{N} \xi_{N}\right)-c_{N} u_{N}, \quad u_{N}(0)=u_{N}^{0}
$$

converges in $C\left([0, T], \mathscr{C}_{1}^{0}\right)$ to the solution $u$ of

$$
\mathscr{L} u=u \diamond \xi, \quad u(0)=u_{0} .
$$

## 4 Convergence of the potential

To complete the proof of Theorem 2.2, it remains to show that the conditions of Proposition 3.18 are satisfied under our assumptions $\left(\mathrm{H}_{\mathrm{rw}}\right)$, $\left(\mathrm{H}_{\text {mart }}\right)$ and $\left(\mathrm{H}_{\mathrm{init}}\right)$. This will be achieved in this section, which can be seen as the main technical contribution of the paper, with the help of multiple stochastic integrals.

### 4.1 Martingale central limit theorem and convergence to the white noise

The potential is given by $\xi_{N}=\varepsilon^{-1} \mathcal{E}_{N} \eta_{N}(\cdot / \varepsilon)$, and therefore

$$
\mathscr{F} \xi_{N}(k)=\mathbb{1}_{|k|_{\infty}<N / 2} \varepsilon^{-1} \mathscr{F}_{\mathbb{T}_{N}} \eta_{N}(k)=\mathbb{1}_{|k|_{\infty}<N / 2} \varepsilon \sum_{|\ell|_{\infty}<N / 2} e^{-i\langle k, \varepsilon \ell\rangle} \eta_{N}(\ell) .
$$

To prove the convergence of $\xi_{N}$ to the white noise $\xi$ in distribution in $\mathscr{S}^{\prime}$, it suffices to show that

$$
\left(\mathscr{F} \xi_{N}\left(k_{1}\right), \ldots, \mathscr{F} \xi_{N}\left(k_{m}\right)\right) \longrightarrow\left(\mathscr{F} \xi\left(k_{1}\right), \ldots, \mathscr{F} \xi\left(k_{m}\right)\right)
$$

in distribution in $\mathbb{C}^{m}$, for all $\left(k_{1}, \ldots k_{m}\right) \in \mathbb{R}^{m}$. Using the Cramér-Wold theorem we can restrict ourselves to studying the convergence of linear combinations of the Fourier modes, which are of the form $\varepsilon \sum_{|\ell|_{\infty}<N / 2}(\varphi(\varepsilon \ell)+i \psi(\varepsilon \ell)) \eta_{N}(\ell)$ for suitable real valued, smooth, and bounded functions $\varphi, \psi$. Applying the Cramér-Wold theorem once more, we see that it suffices to study the convergence of

$$
S_{N}=\varepsilon \sum_{|\ell|_{\infty}<N / 2} \varphi(\varepsilon \ell) \eta_{N}(\ell)=\varepsilon \sum_{k=0}^{N^{2}-1} \varphi(\varepsilon \zeta(k)) \eta_{N}(\zeta(k))
$$

where we recall that $\zeta:\left\{0, \ldots, N^{2}-1\right\} \rightarrow(-N / 2, N / 2)^{2}$ is the enumeration under which $\eta_{N}$ is a martingale. Observe that under ( $\mathrm{H}_{\text {mart }}$ ) we have

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \sum_{k=0}^{N^{2}-1} \mathbb{E}\left[\left|\varepsilon \varphi(\varepsilon \zeta(k)) \eta_{N}(\zeta(k))\right|^{2} \mid \eta_{N}\left(\zeta(0), \ldots, \eta_{N}(\zeta(k-1))\right]\right. & =\lim _{N \rightarrow \infty} \varepsilon^{2} \sum_{k=0}^{N^{2}-1} \varphi^{2}(\varepsilon \zeta(k)) \\
& =\int_{\mathbb{T}^{2}} \varphi^{2}(x) \mathrm{d} x
\end{aligned}
$$

So by the martingale central limit theorem, [6], Theorem 1, it follows that $\left(S_{N}\right)$ converges in distribution to a centered normal variable with variance $\int_{\mathbb{T}^{2}} \varphi^{2}(x) \mathrm{d} x$ provided that we can show

$$
\lim _{N \rightarrow \infty} \sum_{k=0}^{N^{2}-1} \mathbb{E}\left[\left|\varepsilon \varphi(\varepsilon \zeta(k)) \eta_{N}(\zeta(k))\right|^{2} \mathbb{1}_{\left|\varepsilon \varphi(\varepsilon \zeta(k)) \eta_{N}(\zeta(k))\right|>\delta}\right]=0
$$

for all $\delta>0$. But since by assumption ( $\mathrm{H}_{\text {mart }}$ ) the fourth moment of $\eta_{N}(\ell)$ is uniformly bounded in $N$ and $\ell$, this convergence is easily shown by an application of the Cauchy-Schwarz inequality and the dominated convergence theorem. In conclusion, we have shown the following result.

Lemma 4.1. Assume that $\left(\eta_{N}(k): k \in(-N / 2, N / 2)^{2}\right)$ satisfies ( $H_{\text {mart }}$ ). Then

$$
\xi_{N}(x)=\varepsilon(2 \pi)^{-2} \sum_{|k|_{\infty},|\ell|_{\infty}<N / 2} e^{i\langle k, x-\varepsilon \ell\rangle} \eta_{N}(\ell), \quad x \in \mathbb{T}^{2}
$$

converges in distribution in $\mathscr{S}^{\prime}\left(\mathbb{T}^{2}\right)$ to the white noise on $\mathbb{T}^{2}$.
Remark 4.2. Of course, the analogous statement holds in $\mathbb{T}^{d}$ for any $d$.

### 4.2 Multiple stochastic integrals and tightness in Besov spaces

To derive tightness estimates for the area term $X_{N} \diamond \xi_{N}$ it will be useful to rewrite it as a second order stochastic integral with respect to $\left(\eta_{N}\right)$, which is an idea that was inspired by [39], Lemma 4.1. For the general discussion of multiple stochastic integrals we will take our index set to be $\mathbb{N}$ rather than $(-N / 2, N / 2)^{2}$ in order to facilitate the presentation.

Let $(\eta(k): k=0,1, \ldots)$ be a sequence of martingale differences, let $n \in \mathbb{N}$ and let $f \in \ell^{2}\left(\mathbb{N}^{n}\right)$ with $f\left(k_{1}, \ldots, k_{n}\right)=0$ whenever $k_{i}=k_{j}$ for some $i \neq j$. Then we define

$$
I_{n}(f)=\sum_{k_{1}, \ldots, k_{n} \in \mathbb{N}} f\left(k_{1}, \ldots, k_{n}\right) \eta\left(k_{1}\right) \cdot \ldots \cdot \eta\left(k_{n}\right)
$$

By definition we have $I_{n}(f)=I_{n}(\tilde{f})$, where

$$
\tilde{f}\left(k_{1}, \ldots, k_{n}\right)=\frac{1}{n!} \sum_{\sigma \in \mathcal{S}_{n}} f\left(\sigma\left(k_{1}\right), \ldots, \sigma\left(k_{n}\right)\right)
$$

is the symmetrization of $f$ with $\mathcal{S}_{n}$ denoting the group of permutations of $\{1, \ldots, n\}$. Moreover,

$$
I_{n}(\tilde{f})=n!\sum_{k_{1}<\ldots<k_{n}} \tilde{f}\left(k_{1}, \ldots, k_{n}\right) \eta\left(k_{1}\right) \cdot \ldots \cdot \eta\left(k_{n}\right) .
$$

This representation is nice, because now $I_{n}(\tilde{f})$ is given as a sum of martingale increments: we have

$$
I_{n}(\tilde{f})=n!\sum_{k_{n}} I_{n-1}\left(\tilde{f}\left(\cdot \mid k_{n}\right)\right) \eta\left(k_{n}\right),
$$

with

$$
\tilde{f}\left(\cdot \mid k_{n}\right)\left(k_{1}, \ldots, k_{n-1}\right)=\tilde{f}\left(k_{1}, \ldots, k_{n}\right)
$$

whenever $k_{1}<\ldots<k_{n-1}<k_{n}$, and 0 otherwise. Therefore, $I_{n}(\tilde{f})$ is a martingale transform of $\left(\sum_{k \leq \cdot} \eta(k)\right)$.
Proposition 4.3. Let $p \geq 2, n \in \mathbb{N}$ and $M>0$ and let $(\eta(k): k=0,1, \ldots)$ be a sequence of martingale differences with

$$
\mathbb{E}\left[|\eta(k)|^{p} \mid \eta(0), \ldots, \eta(k-1)\right] \leq M
$$

for all $k$. Then we have for any $f \in \ell^{2}\left(\mathbb{N}^{n}\right)$ with $f\left(k_{1}, \ldots, k_{n}\right)=0$ whenever $k_{i}=k_{j}$ for some $i \neq j$

$$
\left\|I_{n}(f)\right\|_{L^{p}(\Omega)}^{p}=\mathbb{E}\left[\left|I_{n}(f)\right|^{p}\right] \lesssim\left(\sum_{k_{1}, \ldots, k_{n}}\left|f\left(k_{1}, \ldots, k_{n}\right)\right|^{2}\right)^{p / 2} M^{n}=\|f\|_{\ell^{2}\left(\mathbb{N}^{n}\right)}^{p} M^{n}
$$

Proof. Let us start with $n=1$. In that case the discrete time Burkholder-Davis-Gundy inequality gives

$$
\begin{aligned}
\mathbb{E}\left[\left|I_{1}(f)\right|^{p}\right] & \simeq \mathbb{E}\left[\left.\left.\left|\sum_{k}\right| f(k)\right|^{2}|\eta(k)|^{2}\right|^{p / 2}\right]=\left\|\sum_{k}|f(k)|^{2}|\eta(k)|^{2}\right\|_{L^{p / 2}(\Omega)}^{p / 2} \leq\left(\sum_{k}|f(k)|^{2}\|\eta(k)\|_{L^{p}(\Omega)}^{1 / 2}\right)^{p / 2} \\
& \leq\left(\sum_{k}|f(k)|^{2}\right)^{p / 2} M
\end{aligned}
$$

where we used that $p \geq 2$ and therefore Minkowski's inequality applies. Assume now the claim is shown for $n-1$. Then we apply again the Burkholder-Davis-Gundy inequality and Minkowski's inequality to get

$$
\begin{aligned}
\mathbb{E}\left[\left|I_{n}(f)\right|^{p}\right]=\mathbb{E}\left[\left|\sum_{k_{n}} I_{n-1}\left(\tilde{f}\left(\cdot \mid k_{n}\right)\right) \eta\left(k_{n}\right)\right|^{p}\right] & \lesssim \mathbb{E}\left[\left(\sum_{k_{n}}\left|I_{n-1}\left(\tilde{f}\left(\cdot \mid k_{n}\right)\right)\right|^{2}\left|\eta\left(k_{n}\right)\right|^{2}\right)^{p / 2}\right] \\
& \leq\left(\sum_{k_{n}} \mathbb{E}\left[\left|I_{n-1}\left(\tilde{f}\left(\cdot \mid k_{n}\right)\right)\right|^{p}\left|\eta\left(k_{n}\right)\right|^{p}\right]^{2 / p}\right)^{p / 2} \\
& \leq\left(\sum_{k_{n}} \mathbb{E}\left[\left|I_{n-1}\left(\tilde{f}\left(\cdot \mid k_{n}\right)\right)\right|^{p}\right]^{2 / p}\right)^{p / 2} M .
\end{aligned}
$$

The induction hypothesis now yields

$$
\begin{aligned}
\sum_{k_{n}} \mathbb{E}\left[\left|I_{n-1}\left(\tilde{f}\left(\cdot \mid k_{n}\right)\right)\right|^{p}\right]^{2 / p} & \lesssim \sum_{k_{n}}\left(\left(\sum_{k_{1}, \ldots, k_{n-1}}\left|\tilde{f}\left(k_{1}, \ldots, k_{n-1} \mid k_{n}\right)\right|^{2}\right)^{p / 2} M^{n-1}\right)^{2 / p} \\
& \leq \sum_{k_{1}, \ldots, k_{n}}\left|f\left(k_{1}, \ldots, k_{n}\right)\right|^{2} M^{2(n-1) / p}
\end{aligned}
$$

from where the claim readily follows.

Remark 4.4. We assumed that $f$ is real valued, but of course Proposition 4.3 extends to complex valued $f$ by writing $f=f_{1}+i f_{2}$ for real valued $f_{1}, f_{2}$ and then applying Proposition 4.3 for $f_{1}$ and $f_{2}$ separately.

The following simple observation will be used many times, which is why we formulate it as a lemma.
Lemma 4.5. Let $N$ be odd and let $k \in \mathbb{Z}^{d}$. Then

$$
\sum_{|\ell|_{\infty}<N / 2} e^{i\langle k, \varepsilon \ell\rangle}=\prod_{j=1}^{d} e^{i k_{j}(-N / 2+1 / 2)} \sum_{\ell_{j}=0}^{N-1} e^{i \varepsilon k_{j} \ell_{j}}=\prod_{j=1}^{2} e^{i k_{j}(-N / 2+1 / 2)}\left(N \mathbb{1}_{k_{j}=0}\right)=N^{d} \mathbb{1}_{k=0}
$$

Corollary 4.6. Assume that $\eta_{N}$ satisfies $\left(H_{\text {mart }}\right)$ and define $\xi_{N}=\varepsilon^{-1} \mathcal{E}_{N} \eta_{N}(\cdot / \varepsilon)$. Let $n \in\{1,2\}$ and $f:\left(\mathbb{Z}^{2}\right)^{n} \rightarrow \mathbb{C}$. Then

$$
\begin{aligned}
& \mathbb{E}\left[\left|\sum_{k_{1}, \ldots, k_{n} \in E_{N}} f\left(k_{1}, \ldots, k_{n}\right)\left(\mathscr{F} \xi_{N}\left(k_{1}\right) \ldots \mathscr{F} \xi_{N}\left(k_{n}\right)-\mathbb{E}\left[\mathscr{F} \xi_{N}\left(k_{1}\right) \ldots \mathscr{F} \xi_{N}\left(k_{n}\right)\right]\right)\right|^{p / n}\right] \\
& \lesssim\left(\sum_{k_{1}, \ldots, k_{n} \in E_{N}}\left|f\left(k_{1}, \ldots, k_{n}\right)\right|^{2}\right)^{p /(2 n)} M
\end{aligned}
$$

where we introduced the notation

$$
E_{N}=\left\{k \in \mathbb{Z}^{2}:|\mathbb{Z}|_{\infty}<N / 2\right\}
$$

Remark 4.7. As the notation suggests we expect a similar bound (involving subtractions of more complicated corrector terms than only the expectation) to hold at least for all $n \leq p / 2$. But since here we only need the cases $n=1,2$ for which the proof is relatively simple, we do not study the general case.

Proof. We prove the claim for $n=2$, the case $n=1$ follows from similar but simpler arguments. We have

$$
\begin{align*}
& \mathbb{E}\left[\left|\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right)\left(\mathscr{F} \xi_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right)-\mathbb{E}\left[\mathscr{F} \xi_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right)\right]\right)\right|^{p / 2}\right] \\
& =\mathbb{E}\left[\left|\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right) \sum_{\ell_{1}, \ell_{2} \in E_{N}} \varepsilon^{2} e^{-i\left\langle k_{1}, \varepsilon \ell_{1}\right\rangle-i\left\langle k_{2}, \varepsilon \ell_{2}\right\rangle}\left(\eta_{N}\left(\ell_{1}\right) \eta_{N}\left(\ell_{2}\right)-\delta_{\ell_{1}, \ell_{2}}\right)\right|^{p / 2}\right] \\
& \lesssim \mathbb{E}\left[\left|\sum_{\ell_{1} \neq \ell_{2}}\left(\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right) \varepsilon^{2} e^{-i\left\langle k_{1}, \varepsilon \ell_{1}\right\rangle} e^{-i\left\langle k_{2}, \varepsilon \ell_{2}\right\rangle}\right) \eta_{N}\left(\ell_{1}\right) \eta_{N}\left(\ell_{2}\right)\right|^{p / 2}\right] \\
&  \tag{25}\\
& +\mathbb{E}\left[\left|\sum_{\ell \in E_{N}}\left(\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right) \varepsilon^{2} e^{-i\left\langle k_{1}+k_{2}, \varepsilon \ell\right\rangle}\right)\left(\eta_{N}(\ell)^{2}-1\right)\right|^{p / 2}\right]
\end{align*}
$$

and assumption $\left(\mathrm{H}_{\mathrm{rw}}\right)$ implies that $\left(\eta_{N}(\zeta(\ell))^{2}-1\right)_{\ell=0, \ldots, N^{2}-1}$ is a martingale with

$$
\mathbb{E}\left[\left|\eta_{N}(\zeta(\ell))^{2}-1\right|^{p / 2} \mid\left(\eta_{N}(\zeta(0))^{2}-1\right), \ldots,\left(\eta_{N}(\zeta(\ell-1))^{2}-1\right)\right] \leq M
$$

so Proposition 4.3 yields

$$
\begin{aligned}
\mathbb{E}\left[\mid \sum_{\ell \in E_{N}}\right. & \left.\left.\left(\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right) \varepsilon^{2} e^{-i\left\langle k_{1}+k_{2}, \varepsilon \ell\right\rangle}\right)\left(\eta_{N}(\ell)^{2}-1\right)\right|^{p / 2}\right] \\
& \lesssim\left(\sum_{\ell \in E_{N}}\left|\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right) \varepsilon^{2} e^{-i\left\langle k_{1}+k_{2}, \varepsilon \ell\right\rangle}\right|^{2}\right)^{p / 4} M
\end{aligned}
$$

Similarly we get for the first term on the right hand side of 25)

$$
\begin{aligned}
\mathbb{E}\left[\mid \sum_{\ell_{1} \neq \ell_{2}}\right. & \left.\left.\left(\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right) \varepsilon^{2} e^{-i\left\langle k_{1}, \varepsilon \ell_{1}\right\rangle} e^{-i\left\langle k_{2}, \varepsilon \ell_{2}\right\rangle}\right) \eta_{N}\left(\ell_{1}\right) \eta_{N}\left(\ell_{2}\right)\right|^{p / 2}\right] \\
& \lesssim\left(\sum_{\ell_{1} \neq \ell_{2}}\left|\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right) \varepsilon^{2} e^{-i\left\langle k_{1}, \varepsilon \ell_{1}\right\rangle} e^{-i\left\langle k_{2}, \varepsilon \ell_{2}\right\rangle}\right|^{2}\right)^{p / 4} M,
\end{aligned}
$$

and in conclusion

$$
\begin{aligned}
& \mathbb{E}\left[\left|\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right)\left(\mathscr{F} \xi_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right)-\mathbb{E}\left[\mathscr{F} \xi_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right)\right]\right)\right|^{p / 2}\right] \\
& \lesssim\left(\sum_{\ell_{1}, \ell_{2} \in E_{N}}\left|\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right) \varepsilon^{2} e^{-i\left\langle k_{1}, \varepsilon \ell_{1}\right\rangle} e^{-i\left\langle k_{2}, \varepsilon \ell_{2}\right\rangle}\right|^{2}\right)^{p / 4} M .
\end{aligned}
$$

Now we expand the double sum $\left|\sum_{k_{1}, k_{2}} a\left(k_{1}, k_{2}\right)\right|^{2}=\sum_{k_{1}, k_{1}^{\prime}, k_{2}, k_{2}^{\prime}} a\left(k_{1}, k_{2}\right) a\left(k_{1}, k_{2}\right)^{*}$, where $(\cdot)^{*}$ denotes the complex conjugate, and then apply Lemma 4.5 to collapse the big sum to the diagonals $k_{1}=k_{1}^{\prime}$ and $k_{2}=k_{2}^{\prime}$, which leads to

$$
\mathbb{E}\left[\left|\sum_{k_{1}, k_{2} \in E_{N}} f\left(k_{1}, k_{2}\right)\left(\mathscr{F} \xi_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right)-\mathbb{E}\left[\mathscr{F} \xi_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right)\right]\right)\right|^{p / 2}\right] \lesssim\left(\sum_{k_{1}, k_{2} \in E_{N}}\left|f\left(k_{1}, k_{2}\right)\right|^{2}\right)^{p / 4} M
$$

and this concludes the proof.
With the help of this corollary the tightness proof for the potential is quite straightforward.
Lemma 4.8. Assume that $\eta_{N}$ satisfies $\left(H_{\mathrm{mart}}\right)$. Define $\xi_{N}=\varepsilon^{-1} \mathcal{E}_{N} \eta_{N}(\cdot / \varepsilon)$. Then we have for all $\gamma<-1-2 / p$

$$
\begin{equation*}
\sup _{N} \mathbb{E}\left[\left\|\xi_{N}\right\|_{\mathscr{C}_{\infty}^{\gamma}}^{p}\right] \lesssim M \tag{26}
\end{equation*}
$$

In particular, $\left(\xi_{N}\right)$ converges to the white noise $\xi$ in distribution in $\mathscr{C}_{\infty}^{\gamma}$ for all $\gamma<-1-2 / p$.
Proof. We already established the convergence of $\left(\xi_{N}\right)$ to the white noise in Lemma 4.1. Once we establish 26, we get tightness of $\left(\xi_{N}\right)$ in $\mathscr{C}_{\infty}^{\gamma^{\prime}}$ for all $\gamma^{\prime}<\gamma<-1-2 / p$, from where the claimed convergence follows. But by the Besov embedding theorem, Lemma 3.1 , we have $\left\|\xi_{N}\right\|_{\mathscr{C}_{\infty}^{\gamma}} \lesssim\left\|\xi_{N}\right\|_{B_{p, p}^{\gamma+2 / p}}$. Let us write $\beta=\gamma+2 / p$. Then

$$
\mathbb{E}\left[\left\|\xi_{N}\right\|_{B_{p, p}^{\beta}}^{p}\right]=\sum_{j \geq-1} 2^{j p \beta} \mathbb{E}\left[\left\|\Delta_{j} \xi_{N}\right\|_{L^{p}}^{p}\right]=\sum_{j \geq-1} 2^{j p \beta} \int_{\mathbb{T}^{2}} \mathbb{E}\left[\left|\Delta_{j} \xi_{N}(x)\right|^{p}\right] \mathrm{d} x
$$

and from Corollary 4.6 we get

$$
\mathbb{E}\left[\left|\Delta_{j} \xi_{N}(x)\right|^{p}\right]=\mathbb{E}\left[\left|\sum_{k \in E_{N}}(2 \pi)^{-2} e^{i\langle k, x\rangle} \rho_{j}(k) \mathscr{F} \xi_{N}(k)\right|^{p}\right] \lesssim\left(\sum_{k \in E_{N}} \rho_{j}(k)^{2}\right)^{p / 2} M \lesssim 2^{j p} M
$$

which multiplied with $2^{j p \beta}$ is summable in $j$ whenever $\beta<-1$.
Next, we need to study the convergence of $\left(X_{N}\right)$ and of $\left(X_{N} \diamond \xi_{N}\right)$. For $X_{N}$ we have $\mathscr{F} X_{N}(k)=$ $\mathbb{1}_{k \neq 0} \mathscr{F} \xi_{N}(k) /\left(f(\varepsilon k)|k|^{2}\right)$, from where it easily follows that $\left(X_{N}, \xi_{N}\right)$ converges jointly in distribution to $(X, \xi)$. Moreover, since $\xi_{N}$ is spectrally supported on the set $(-N / 2, N / 2)^{2}$ where $f(\varepsilon k) \geq c_{f}>0$, we get

$$
\left\|X_{N}\right\|_{\gamma+2} \lesssim\left\|\xi_{N}-(2 \pi)^{-2} \mathscr{F} \xi_{N}(0)\right\|_{\gamma} \lesssim\left\|\xi_{N}\right\|_{\gamma}
$$

from where we get the tightness of $\left(X_{N}\right)$ in $\mathscr{C}_{\infty}^{\gamma+2}$ for all $\gamma<-1-2 / p$. The term $X_{N} \diamond \xi_{N}$ is more tricky. There are limit theorems for polynomials of i.i.d. variables, see for example [9,34,38], and it should be possible to generalize them to the case of martingale increments. However, here we can simply use a relatively cheap diagonal sequence argument to combine the identification of the limit of $\left(X_{N} \diamond \xi_{N}\right)$ with the proof of its tightness. This is inspired by Mourrat and Weber [39], Theorem 6.2.

Lemma 4.9. In the setting of Lemma 4.8 define $\mathscr{F} X_{N}(k)=\mathbb{1}_{\{k \neq 0\}} \mathscr{F} \xi_{N}(k) /\left(f(\varepsilon k)|k|^{2}\right)$ and set

$$
X_{N} \diamond \xi_{N}=X_{N} \circ \xi_{N}-\tilde{c}_{N}
$$

with $\tilde{c}_{N}=(2 \pi)^{-2} \sum_{|k|_{\infty}<N / 2} \frac{\mathbb{1}_{k \neq 0}}{f(\varepsilon k)|k|^{2}}$. Then we have for all $\gamma<-4 / p$

$$
\sup _{N} \mathbb{E}\left[\left\|X_{N} \diamond \xi_{N}\right\|_{\mathscr{C}_{\infty}^{\gamma}}^{p / 2}\right] \lesssim M
$$

Moreover, with $c_{K}=(2 \pi)^{-2} \sum_{|k|_{\infty}<K / 2} \frac{\mathbb{1}_{k \neq 0}}{|k|^{2}}$ we get for all $N>K^{2}$ and all $\gamma \in(-1-4 / p,-4 / p)$

$$
\sup _{N} \mathbb{E}\left[\left\|X_{N} \diamond \xi_{N}-\left(\mathcal{P}_{K} X_{N} \circ \mathcal{P}_{K} \xi_{N}-c_{K}\right)\right\|_{\mathscr{C}_{\infty}^{\gamma}}^{p / 2}\right] \lesssim K^{\gamma+4 / p} M
$$

where $\mathcal{P}_{K} u=\mathscr{F}^{-1}\left(\mathbb{1}_{(-K / 2, K / 2)^{2}} \mathscr{F} u\right)$.
Proof. Applying Lemma 4.5 together with the fact that $\sum_{|i-j| \leq 1} \rho_{i}(k) \rho_{j}(k)=1$, we get for any $x \in \mathbb{T}^{2}$

$$
\tilde{c}_{N}=\varepsilon^{2}(2 \pi)^{-4} \sum_{|i-j| \leq 1|\ell|_{\infty},\left|k_{1}\right| \infty,\left|k_{2}\right|_{\infty}<N / 2} \frac{\mathbb{1}_{k_{1} \neq 0}}{f\left(\varepsilon k_{1}\right)\left|k_{1}\right|^{2}} e^{i\left\langle k_{1}+k_{2}, x-\varepsilon \ell\right\rangle} \rho_{i}\left(k_{1}\right) \rho_{j}\left(k_{2}\right)=\mathbb{E}\left[\left(X_{N} \circ \xi_{N}\right)(x)\right]
$$

Similarly we obtain $\mathbb{E}\left[\Delta_{q}\left(X_{N} \circ \xi_{N}\right)(x)\right]=0$ for $q \geq 0$, and therefore $\Delta_{q} \tilde{c}_{N}=\mathbb{E}\left[\Delta_{q}\left(X_{N} \circ \xi_{N}\right)(x)\right]$ for all $q \geq-1$ and all $x \in \mathbb{T}^{2}$. So if we write $\Delta_{q}\left(X_{N} \circ \xi_{N}\right)(x)=\sum_{k_{1}, k_{2} \in E_{N}} a_{q, x}^{N}\left(k_{1}, k_{2}\right) \mathscr{F} \xi_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right)$, then

$$
\begin{aligned}
\mathbb{E}\left[\left|\Delta_{q}\left(X_{N} \diamond \xi_{N}\right)(x)\right|^{p / 2}\right] & =\mathbb{E}\left[\left|\sum_{k_{1}, k_{2} \in E_{N}} a_{q, x}^{N}\left(k_{1}, k_{2}\right)\left(\mathscr{F} \xi_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right)-\mathbb{E}\left[\mathscr{F} \xi_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right)\right]\right)\right|^{p / 2}\right] \\
& \lesssim\left(\sum_{k_{1}, k_{2} \in E_{N}}\left|a_{q, x}^{N}\left(k_{1}, k_{2}\right)\right|^{2}\right)^{p / 4} M
\end{aligned}
$$

by Corollary 4.6, and

$$
\begin{align*}
\sum_{k_{1}, k_{2} \in E_{N}}\left|a_{q, x}^{N}\left(k_{1}, k_{2}\right)\right|^{2} & =(2 \pi)^{-4} \sum_{k_{1}, k_{2} \in E_{N}} \rho_{q}\left(k_{1}+k_{2}\right)^{2} \frac{\mathbb{1}_{k_{1} \neq 0}}{f\left(\varepsilon k_{1}\right)^{2}\left|k_{1}\right|^{4}}\left(\sum_{|i-j| \leq 1} \rho_{i}\left(k_{1}\right) \rho_{j}\left(k_{2}\right)\right)^{2} \\
& \lesssim \sum_{k_{1}, k_{2} \in E_{N}} \mathbb{1}_{\left|k_{1}+k_{2}\right| \sim 2^{q}} \frac{\mathbb{1}_{k_{1} \neq 0}}{c_{f}^{2}\left|k_{1}\right|^{4}} \mathbb{1}_{\left|k_{1}\right| \sim\left|k_{2}\right|} \lesssim \sum_{\left|k_{1}\right| \infty 2^{q}} 2^{2 q} \frac{1}{\left|k_{1}\right|^{4}} \lesssim 1 \tag{27}
\end{align*}
$$

If instead of $X_{N} \diamond \xi_{N}$ we are considering $X_{N} \diamond \xi_{N}-\left(\mathcal{P}_{K} X_{N} \circ \mathcal{P}_{K} \xi_{N}-c_{K}\right)$, then we have two contributions: the first one,

$$
X_{N} \circ \xi_{N}-\mathcal{P}_{K} X_{N} \circ \mathcal{P}_{K} \xi_{N}-\mathbb{E}\left[X_{N} \circ \xi_{N}-\mathcal{P}_{K} X_{N} \circ \mathcal{P}_{K} \xi_{N}\right]
$$

can be bounded as before: We obtain an additional factor $\left(\mathbb{1}_{\left|k_{1}\right|>K / 2}+\mathbb{1}_{\left|k_{1}\right|<K / 2} \mathbb{1}_{\left|k_{2}\right|>K / 2}\right)^{2}$ in equation 27), resulting in the improved upper bound

$$
\begin{equation*}
\sum_{k_{1}, k_{2} \in E_{N}}\left|a_{q, x}^{N}\left(k_{1}, k_{2}\right)\right|^{2} \lesssim 2^{2 q \lambda} K^{-2 \lambda} \tag{28}
\end{equation*}
$$

for all $\lambda \in[0,1]$. The second contribution (which only appears in the block $q=-1$ ) is

$$
\begin{align*}
\left|c_{K}-\mathbb{E}\left[\mathcal{P}_{K} X_{N} \circ \mathcal{P}_{K} \xi_{N}\right]\right| & =\left|(2 \pi)^{-2} \sum_{|k|_{\infty}<K / 2}\left(\frac{\mathbb{1}_{k \neq 0}}{|k|^{2}}-\frac{\mathbb{1}_{k \neq 0}}{f(\varepsilon k)|k|^{2}}\right)\right| \lesssim \sum_{|k|_{\infty}<K / 2} \frac{\mathbb{1}_{k \neq 0}}{|k|^{2}} \frac{|f(\varepsilon k)-f(0)|}{c_{f}} \\
& \lesssim N^{-1} \sum_{|k|_{\infty}<K / 2} \frac{\mathbb{1}_{k \neq 0}}{|k|} \lesssim N^{-1} K \lesssim K^{-1} \tag{29}
\end{align*}
$$

where we used that $\varepsilon=2 \pi / N$ and that $N \geq K^{2}$.
The bound (27) now gives us

$$
\mathbb{E}\left[\left\|X_{N} \diamond \xi_{N}\right\|_{B_{p / 2, p / 2}^{\beta}}^{p / 2}\right] \lesssim \sum_{q \geq-1} 2^{q \beta p / 2} M \lesssim M
$$

for all $\beta<0$. Combining instead $(28)$ and $(29)$, we get for all $\lambda_{q} \in[0,1]$

$$
\mathbb{E}\left[\left\|X_{N} \diamond \xi_{N}-\left(\mathcal{P}_{K} X_{N} \circ \mathcal{P}_{K} \xi_{N}-\tilde{c}_{K}\right)\right\|_{B_{p / 2, p / 2}}^{p / 2}\right] \lesssim \sum_{q \geq-1} 2^{q \beta p / 2} 2^{q \lambda_{q} p / 2} K^{-\lambda_{q} p / 2} M
$$

Setting $\lambda_{q}=1$ for $2^{q} \leq K$ and $\lambda_{q}=0$ for $2^{q}>K$, we see that the right hand side is bounded by $\lesssim K^{p \beta} M$ whenever $\beta \in(-1,0)$. The claim now follows from the Besov embedding theorem, Lemma 3.1.

Corollary 4.10. Make assumptions ( $H_{\mathrm{mart}}$ ), ( $H_{\mathrm{rw}}$ ) and ( $H_{\mathrm{init}}$ ) and let $\alpha<1-2 / p$. Then $\left(u_{0}^{N}, \xi_{N}, X_{N}, X_{N} \diamond \xi_{N}\right)$ converges jointly in distribution in $\mathscr{C}_{1}^{0} \times \mathscr{C}_{\infty}^{\alpha-2} \times \mathscr{C}_{\infty}^{\alpha} \times \mathscr{C}_{\infty}^{2 \alpha-2}$ to $\left(u_{0}, \xi, X, X \diamond \xi\right)$, where $\xi$ is a white noise, $\mathscr{F} X(0)=0, \mathscr{F} X(k)=\mathscr{F} \xi(k) /|k|^{2}$ for $k \neq 0$, and

$$
X \diamond \xi=\lim _{K \rightarrow \infty} \mathcal{P}_{K} X \circ \mathcal{P}_{K} \xi-c_{K}
$$

for which the convergence was established in [16], Lemma 5.7.
Proof. The moment bounds that we derived (or assumed in the case of $u_{0}^{N}$ ) imply the joint tightness of $\left(u_{0}^{N}, \xi_{N}, X_{N}, X_{N} \diamond \xi_{N}\right)$ in $\mathscr{C}_{1}^{0} \times \mathscr{C}_{\infty}^{\alpha-2} \times \mathscr{C}_{\infty}^{\alpha} \times \mathscr{C}_{\infty}^{2 \alpha-2}$. The identification of the limit points is trivial, except in the case of $\left(X_{N} \diamond \xi_{N}\right)$. But since

$$
\mathscr{C}_{\infty}^{\alpha-2} \times \mathscr{C}_{\infty}^{\alpha} \ni(\varphi, \psi) \mapsto Q_{K}(\varphi, \psi):=\mathcal{P}_{K} \varphi \circ \mathcal{P}_{K} \psi-c_{K} \in \mathscr{C}_{\infty}^{2 \alpha-2}
$$

is a continuous function, we get that for fixed $K$ the sequence $\left(Q_{K}\left(X_{N}, \xi_{N}\right)\right)$ converges to $Q_{K}(X, \xi)$ in distribution. Now we simply estimate

$$
\begin{aligned}
\left\|X_{N} \diamond \xi_{N}-X \diamond \xi\right\|_{\mathscr{C}_{\infty}^{2 \alpha-2}} \leq & \left\|X_{N} \diamond \xi_{N}-Q_{K}\left(X_{N} \diamond \xi_{N}\right)\right\|_{\mathscr{C}_{\infty}^{2 \alpha-2}}+\left\|Q_{K}\left(X_{N}, \xi_{N}\right)-Q_{K}(X, \xi)\right\|_{\mathscr{C}_{\infty}^{2 \alpha-2}} \\
& +\left\|Q_{K}(X, \xi)-X \diamond \xi\right\|_{\mathscr{C}_{\infty}^{2 \alpha-2}}
\end{aligned}
$$

For any $K$ the middle term vanishes as $N \rightarrow \infty$, while by Lemma 4.9 the first term satisfies for some $\delta>0$

$$
\limsup _{N \rightarrow \infty} \mathbb{E}\left[\left\|X_{N} \diamond \xi_{N}-Q_{K}\left(X_{N} \diamond \xi_{N}\right)\right\|_{\mathscr{C} \infty}^{p / 2}{ }_{\infty}^{2 \alpha-2}\right] \lesssim K^{-\delta} M
$$

and by definition of $X \diamond \xi$ the third term on the right hand side converges to zero as $K \rightarrow \infty$.

### 4.3 Bounds on the random operator

It remains to bound the random operator

$$
\begin{equation*}
A_{N}(u)=\Pi_{N}\left[\left(\Pi_{N}\left(u \prec X_{N}\right)\right) \circ \xi_{N}\right]-\mathcal{P}_{N}\left[\left(u \prec X_{N}\right) \circ \xi_{N}\right] \tag{30}
\end{equation*}
$$

introduced in 24 . Let us write $\psi_{\prec}(k, \ell)=\sum_{j \geq 1} \chi\left(2^{j-1} k\right) \rho_{j}(\ell)$ and $\psi_{0}(k, \ell)=\sum_{|i-j| \leqslant 1} \rho_{i}(k) \rho_{j}(\ell)$, where we recall that $(\chi, \rho)$ is our dyadic partition of unity. We also write $k_{[12]}=k_{1}+k_{2}$ for $k_{1}, k_{2} \in \mathbb{Z}^{2}$ and recall that for $k \in \mathbb{Z}^{2}$

$$
\left(k^{N}\right)_{r}=\arg \min \left\{|\ell|: \ell=k_{r}+j N \text { for some } j \in \mathbb{Z}\right\} \in(-N / 2, N / 2), \quad r=1,2 .
$$

Lemma 4.11 ([17], Lemma 10.5). The operator $A_{N}$ defined in (30) is given by

$$
\begin{equation*}
A_{N}(u)(x)=\sum_{i, j \geq-1} \Delta_{j}\left(A_{N}\left(\Delta_{i} u\right)\right)(x)=\sum_{i, j \geq-1} \int_{\mathbb{T}^{2}} g_{i, j}^{N}(x, y) \Delta_{i} u(y) \mathrm{d} y \tag{31}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathscr{F} g_{i, j}^{N}(x, \cdot)(k)=\sum_{k_{1}, k_{2} \in E_{N}} \Gamma_{i, j}^{N}\left(x ; k, k_{1}, k_{2}\right) \mathscr{F} X_{N}\left(k_{1}\right) \mathscr{F} \xi_{N}\left(k_{2}\right), \tag{32}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Gamma_{i, j}^{N}\left(x ; k, k_{1}, k_{2}\right)=(2 \pi)^{-4} \tilde{\rho}_{i}(k) \psi_{\prec}\left(k, k_{1}\right) \times\left[e^{i\left\langle\left(k_{[12]}-k\right)^{N}, x\right\rangle} \rho_{j}\left(\left(k_{[12]}-k\right)^{N}\right) \psi_{\circ}\left(\left(k_{1}-k\right)^{N}, k_{2}\right)\right. \\
&\left.-e^{i\left\langle k_{[12]}-k, x\right\rangle} \rho_{j}\left(k_{[12]}-k\right) \psi_{\circ}\left(k_{1}-k, k_{2}\right) \mathbb{1}_{\left|k_{[12]}-k\right|_{\infty} \leqslant N / 2}\right]
\end{aligned}
$$

and where $\tilde{\rho}_{i}$ is a smooth function supported in an annulus $2^{i} \mathscr{A}$ such that $\tilde{\rho}_{i} \rho_{i}=\rho_{i}$.
A similar representation as (31) was derived in [17] for a similar random operator and in our case the proof is exactly the same, which is why we do not reproduce it.

Lemma 4.12. For $\alpha \in(1 / 2,1)$ the following convergence holds in probability:

$$
\lim _{N \rightarrow \infty}\left\|A_{N}\right\|_{L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{2 \alpha-2}\right)}=0
$$

Proof. We start by splitting the operator $A_{N}$ in two parts, $A_{N}=A_{N}^{1}+A_{N}^{2}$, where

$$
\begin{equation*}
A_{N}^{1}(u)=\sum_{i, j} \int_{\mathbb{T}^{2}} \mathbb{E}\left[g_{i, j}^{N}(x, y)\right] \Delta_{i} u(y) \mathrm{d} y \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{N}^{2}(u)=\sum_{i, j} \int_{\mathbb{T}^{2}}\left(g_{i, j}^{N}(x, y)-\mathbb{E}\left[g_{i, j}^{N}(x, y)\right]\right) \Delta_{i} u(y) \mathrm{d} y . \tag{34}
\end{equation*}
$$

To treat $A_{N}^{2}$ let us write $\tilde{g}_{i, j}^{N}(x, y)=g_{i, j}^{N}(x, y)-\mathbb{E}\left[g_{i, j}^{N}(x, y)\right]$ and observe that

$$
\begin{aligned}
\left\|A_{N}^{2}(u)\right\|_{\mathscr{C}_{1}^{\beta}} & \leq\left\|A_{N}^{2}(u)\right\|_{B_{1,1}^{\beta}} \lesssim \sum_{i, j} 2^{j \beta} \int_{\mathbb{T}^{2}}\left\|\tilde{g}_{i, j}^{N}(x, y)\right\|_{L_{y}^{\infty}} \mathrm{d} x\left\|\Delta_{i} u\right\|_{L^{1}} \\
& \leq \sum_{i, j} 2^{j \beta} 2^{-i \alpha} \int_{\mathbb{T}^{2}}\left\|\tilde{g}_{i, j}^{N}(x, y)\right\|_{L_{y}^{\infty}} \mathrm{d} x\|u\|_{\mathscr{C}_{1}^{\alpha}},
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\mathbb{E}\left[\left\|A_{N}^{2}\right\|_{L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{\beta}\right)}\right] \lesssim \sum_{i, j} 2^{j \beta} 2^{-i \alpha} \int_{\mathbb{T}^{2}} \mathbb{E}\left[\left\|\tilde{g}_{i, j}^{N}(x, y)\right\|_{L_{y}^{\infty}}\right] \mathrm{d} x \tag{35}
\end{equation*}
$$

To control the expectation on the right hand side we apply the trivial bound

$$
\mathbb{E}\left[\left\|\tilde{g}_{i, j}^{N}(x, \cdot)\right\|_{L^{\infty}}\right] \lesssim \sum_{k} \mathbb{E}\left[\left|\mathscr{F}\left(\tilde{g}_{i, j}^{N}(x, \cdot)\right)(k)\right|\right] \leq \sum_{k} \mathbb{E}\left[\left|\mathscr{F}\left(\tilde{g}_{i, j}^{N}(x, \cdot)\right)(k)\right|^{2}\right]^{\frac{1}{2}}
$$

At this stage let us observe that

$$
\begin{aligned}
& E\left[\left|\mathscr{F}\left(\tilde{g}_{i, j}^{N}(x, \cdot)\right)(k)\right|^{2}\right]=\sum_{k_{1}, k_{2} \in E_{N}}\left|\Gamma_{i, j}^{N}\left(x ; k, k_{1}, k_{2}\right)\right|^{2} \frac{\mathbb{1}_{k_{1} \neq 0}}{f\left(\varepsilon k_{1}\right)^{2}\left|k_{1}\right|^{4}} \\
& \lesssim \sum_{k_{1}, k_{2} \in E_{N}} \tilde{\rho}_{i}^{2}(k) \psi_{\prec}^{2}\left(k, k_{1}\right) \mathbb{1}_{k_{1} \neq 0}\left|k_{1}\right|^{-4} \times \mid e^{i\left\langle\left(k_{[12]}-k\right)^{N}, x\right\rangle} \rho_{j}\left(\left(k_{[12]}-k\right)^{N}\right) \psi_{\circ}\left(\left(k_{1}-k\right)^{N}, k_{2}\right) \\
& \quad-\left.e^{i\left\langle k_{[12]}-k, x\right\rangle} \rho_{j}\left(k_{[12]}-k\right) \psi_{\circ}\left(k_{1}-k, k_{2}\right) \mathbb{1}_{\left|k_{[12]}-k\right| \leqslant N / 2}\right|^{2}
\end{aligned}
$$

and the difference on the right hand side is zero unless $\left|k_{1}\right|_{\infty} \simeq N$ so that $\left|k_{1}\right|_{\infty}^{-4} \simeq N^{-2+\lambda}\left|k_{1}\right|_{\infty}^{-2-\lambda}$ for any $\lambda>0$. Moreover, we only have to sum over $\left|k_{1}\right|_{\infty}>|k|_{\infty}$ and the summation over $k_{2}$ gives $O\left(2^{2 j}\right)$ terms which leads to

$$
\begin{aligned}
\sum_{k}\left(\sum_{k_{1}, k_{2} \in E_{N}}\left|\Gamma_{i, j}^{N}\left(x ; k, k_{1}, k_{2}\right)\right|^{2} \frac{\mathbb{1}_{k_{1} \neq 0}}{f\left(\varepsilon k_{1}\right)^{2}\left|k_{1}\right|^{4}}\right)^{1 / 2} & \lesssim \sum_{k}\left(\mathbb{1}_{2^{i}, 2^{j} \lesssim N^{2 j}} 2^{2 j} N^{-2+\lambda} \tilde{\rho}_{i}^{2}(k)|k|^{-\lambda}\right)^{1 / 2} \\
& \lesssim \mathbb{1}_{2^{i}, 2^{j} \lesssim N^{j} 2^{j} N^{-1+\lambda / 2} 2^{i(1-\lambda / 2)}}
\end{aligned}
$$

Plugging this back into (35) we get for $\beta>-1$ and $\lambda / 2<1-\alpha$

$$
\mathbb{E}\left[\left\|A_{N}^{2}\right\|_{L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{\beta}\right)}\right] \lesssim \sum_{i, j} 2^{j \beta} 2^{-i \alpha} \mathbb{1}_{2^{i}, 2^{j} \lesssim N^{j}} 2^{j} N^{-1+\lambda / 2} 2^{i(1-\lambda / 2)} \lesssim N^{1+\beta-\alpha}
$$

Taking $\beta=2 \alpha-2$ (which is $>-1$ because $\alpha>1 / 2$ ), the claim follows for $A_{N}^{2}$.
To handle $A_{N}^{1}$ let us remark that

$$
\begin{aligned}
& \mathbb{E}\left[g_{i, j}^{N}(x, y)\right] \\
& =(2 \pi)^{-4} \sum_{k} \tilde{\rho}_{i}(k) \rho_{j}(k)\left(\sum_{k_{1} \in E_{N}} \psi_{\prec}\left(k, k_{1}\right)\left[\psi_{\circ}\left(\left(k_{1}-k\right)^{N}, k_{1}\right)-\psi_{\circ}\left(k_{1}-k, k_{1}\right)\right] \frac{\mathbb{1}_{k_{1} \neq 0}}{f\left(\varepsilon k_{1}\right)\left|k_{1}\right|^{2}}\right) e^{2 i \pi\langle y-x, k\rangle} \\
& =: h_{i, j}(y-x),
\end{aligned}
$$

and as before we have

$$
\left\|A_{N}^{1}(u)\right\|_{\mathscr{C}_{1}^{\beta}} \lesssim \sum_{i, j} 2^{j \beta}\left\|h_{i, j} * \Delta_{i} u\right\|_{L^{1}} \lesssim \sum_{i, j} 2^{j \beta}\left\|h_{i, j} * \Delta_{i} u\right\|_{L^{2}}
$$

Now the Parseval identity gives $\left\|h_{i, j} * \Delta_{i} u\right\|_{L^{2}}^{2} \simeq \sum_{k}\left|\mathscr{F} h_{i, j}(k)\right|^{2}\left|\mathscr{F}\left(\Delta_{i} u\right)(k)\right|^{2}$, and

$$
\left|\mathscr{F} h_{i, j}(k)\right|=\left|\sum_{k_{1} \in E_{N}} \tilde{\rho}_{i}(k) \rho_{j}(k) \psi_{\prec}\left(k, k_{1}\right)\left[\psi_{\circ}\left(\left(k_{1}-k\right)^{N}, k_{1}\right)-\psi_{\circ}\left(k_{1}-k, k_{1}\right)\right] \frac{\mathbb{1}_{k_{1} \neq 0}}{f\left(\varepsilon k_{1}\right)\left|k_{1}\right|^{2}}\right|,
$$

where we used that $|k|_{\infty}<N / 2$ on the support of $\psi_{\prec}\left(\cdot, k_{1}\right)$. Now we use once more that $\psi_{\circ}\left(\left(k_{1}-k\right)^{N}, k_{1}\right)=$ $\psi_{\circ}\left(k_{1}-k, k_{1}\right)$ unless $\left|k_{1}-k\right|_{\infty}>N / 2$ and $\left|k_{1}\right| \simeq N$, and that there are at most $N \times|k|_{\infty}$ values of $k_{1}$ with $|k|_{\infty}<\left|k_{1}\right|_{\infty}<N / 2$ and $\left|k_{1}-k\right|_{\infty}>N / 2$. Therefore, the sum over $k$ is bounded by

$$
\sum_{k}\left|\mathscr{F} h_{i, j}(k)\right|^{2}\left|\mathscr{F}\left(\Delta_{i} u\right)(k)\right|^{2} \lesssim \mathbb{1}_{i \sim j} \mathbb{1}_{2^{i} \lesssim N} N^{-2} \sum_{|k| \sim 2^{i}}|k|_{\infty}^{2}\left|\mathscr{F}\left(\Delta_{i} u\right)(k)\right|^{2} \lesssim \mathbb{1}_{i \sim j} \mathbb{1}_{2^{i} \lesssim N} N^{-2} 2^{2 i}\left\|\Delta_{i} u\right\|_{L^{2}}^{2},
$$

and now Bernstein's inequality, Lemma 2.1 of [2], gives

$$
\left\|h_{i, j} * \Delta_{i} u\right\|_{L^{2}} \lesssim \mathbb{1}_{i \sim j} \mathbb{1}_{2^{i} \lesssim N} N^{-1} 2^{i}\left\|\Delta_{i} u\right\|_{L^{2}} \lesssim \mathbb{1}_{i \sim j} \mathbb{1}_{2^{i} \lesssim N} N^{-1} 2^{2 i}\left\|\Delta_{i} u\right\|_{L^{1}}
$$

So finally we can conclude that

$$
\mathbb{E}\left[\left\|A_{N}^{1}\right\|_{L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{\beta}\right)}\right] \lesssim N^{-1} \sum_{i \sim j \lesssim \log _{2} N} 2^{j \beta} 2^{i(2-\alpha)}
$$

and taking $\beta=2 \alpha-2$ we get

$$
\mathbb{E}\left[\left\|A_{N}^{1}\right\|_{L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{\beta}\right)}\right] \lesssim N^{-1} \sum_{i \lesssim \log _{2} N} 2^{i \alpha} \lesssim N^{\alpha-1}
$$

which converges to zero as long as $\alpha<1$. This concludes the proof.

## 5 Invariance principle for semi-discrete random polymer measures

In [8] the authors construct the continuous polymer measure with periodic white noise potential defined formally by

$$
\begin{equation*}
\mathbb{Q}_{T, x}(\mathrm{~d} \omega)=Z_{T, x}^{-1} \exp \left(\int_{0}^{T} \xi(\omega(s)) \mathrm{d} s\right) \mathbb{W}_{x}(\omega), \quad Z_{T, x}=\mathbb{E}_{\mathbb{W}_{x}}\left[\exp \left(\int_{0}^{T} \xi(\omega(s)) \mathrm{d} s\right)\right] \tag{36}
\end{equation*}
$$

where $\mathbb{W}_{x}$ is the Wiener measure on $C\left([0, T], \mathbb{T}^{2}\right)$ starting in $x \in \mathbb{T}^{2}$. Of course, this formula does not really make sense since $\xi$ is only a Schwartz distribution and not a function and therefore the integral $\int_{0}^{T} \xi(\omega(s)) \mathrm{d} s$ is not well defined. However, it was shown in [8] that replacing the white noise by a mollified version gives a sequence of probability measure $\left(\mathbb{Q}_{T, x}^{\varepsilon}\right)$ which are equivalent to the Wiener measure and that this sequence converges in probability in the weak topology to a measure $\mathbb{Q}_{T, x}$ which does not depend on the way that we mollified the white noise, and which is almost surely singular with respect to the Wiener measure. Moreover, under the measures $\left(\mathbb{Q}_{T, x}\right)_{x \in \mathbb{T}^{2}}$ the canonical process $\left(B_{t}\right)_{t \in[0, T]}$ on $C\left([0, T], \mathbb{T}^{2}\right)$ is an inhomogeneous strong Markov process with transition function

$$
\begin{equation*}
K_{T}(s, t) f(x)=\frac{u^{f, T-t}(t-s, x)}{u^{1}(T-s, x)}, \quad 0 \leq s \leq t \leq T \tag{37}
\end{equation*}
$$

where $u^{1}$ and $u^{f, T-t}$ both satisfy the parabolic Anderson equation with initial condition given respectively by the constant function 1 and $f u^{1}(T-t, \cdot)$. More precisely

$$
\partial_{t} u^{1}=\Delta u^{1}+u^{1} \diamond \xi, \quad u^{1}(0, x)=1
$$

and

$$
\partial_{t} u^{f, s}=\Delta u^{f, s}+u^{f, s} \diamond \xi, \quad u^{f, s}(0)=f u^{1}(s)
$$

Now let us come back to our discrete model and write $\left(B_{t}^{N}\right)_{t \geq 0}$ for the canonical process on the Skorokhod space $D\left([0, \infty), \mathbb{Z}_{N}^{2}\right)$ (which is equal to the space of continuous functions from $[0, \infty)$ to $\mathbb{Z}_{N}^{2}$ because $\mathbb{Z}_{N}^{2}$ is equipped
with the discrete topology). We write $\tilde{\mathbb{P}}_{x}^{N}$ for the law of the continuous-time random walk with generator $\Delta_{\mathrm{rw}}$, started in $x \in \mathbb{Z}_{N}^{2}$. By Donsker's theorem we know that the law of $t \mapsto \varepsilon B_{\varepsilon^{-2} t}^{N}$ under $\tilde{\mathbb{P}}_{\varepsilon^{-1} x}^{N}$ converges to the Brownian motion on $\mathbb{T}^{2}$, started in $x$. Our aim is to derive an analogous result for the semi-discrete polymer measure (time is continuous, space discrete), given by

$$
\tilde{\mathbb{Q}}_{T, x}^{N}(\mathrm{~d} \omega)=Z_{N, T, x}^{-1} \exp \left(\int_{0}^{\varepsilon^{-2} T} \varepsilon \eta_{N}(\omega(s)) \mathrm{d} s\right) \tilde{\mathbb{P}}_{x}^{N}(\mathrm{~d} \omega)
$$

where $Z_{N, T, x}^{-1}$ is a constant renormalizing the mass of $Q_{T, x}^{N}$ to 1 . If we denote by $\left(\mathbb{P}_{x}^{N}\right)_{x \in \mathbb{T}_{N}^{2}}$ the law of the rescaled process $\left(\varepsilon B_{\varepsilon^{-2} t}^{N}\right)_{t \geq 0}$ under $\tilde{\mathbb{P}}_{x}^{N}$, then the law of $\left(\varepsilon B_{\varepsilon^{-2} t}^{N}\right)_{t \in[0, T]}$ under $\tilde{\mathbb{Q}}_{T, x}^{N}$ is given by

$$
\mathbb{Q}_{T, x}^{N}(\mathrm{~d} \omega)=Z_{N, T, x}^{-1} \exp \left(\int_{0}^{T} \xi_{N}(\omega(s)) \mathrm{d} s\right) \mathbb{P}_{x}^{N}(\mathrm{~d} \omega)
$$

where now $\omega \in D\left([0, T], \mathbb{T}_{N}^{2}\right)$ and we recall that $\xi_{N}=\varepsilon^{-1} \mathcal{E}_{N} \eta_{N}(\cdot / \varepsilon)$, which here of course is only evaluated in the points of $\mathbb{T}_{N}^{2}$, so in fact there would have been no need to apply the extension operator $\mathcal{E}_{N}$. Now we claim that if we extend the measure $\mathbb{Q}_{T, x}^{N}$ to $\mathcal{B}\left(D\left([0, T], \mathbb{T}^{2}\right)\right)$ by setting

$$
\overline{\mathbb{Q}}_{x, T}^{N}(A)=\mathbb{Q}_{x, T}^{N}\left(A \cap D\left([0, T], \mathbb{T}_{N}^{2}\right)\right)
$$

then $\left(\overline{\mathbb{Q}}_{x, T}^{N}\right)$ converges in distribution in the weak topology to $\mathbb{Q}_{x, T}$.
Theorem 5.1. Make the assumptions $\left(H_{\mathrm{rw}}\right)$ and $\left(H_{\mathrm{mart}}\right)$ and let $T>0$. Let for all $x \in \mathbb{T}^{2}$ and $N \in \mathbb{N}$ the point $\lfloor x\rfloor_{N} \in \mathbb{T}_{N}^{2}$ be such that $\left|x-\lfloor x\rfloor_{N}\right| \leq \varepsilon$. Then the family of probability measures $\left(\overline{\mathbb{Q}}_{T}^{N},\lfloor x\rfloor_{N}\right)_{x \in \mathbb{T}^{2}}$ converges jointly in distribution in the weak topology to $\left(\mathbb{Q}_{T, x}\right)_{x \in \mathbb{T}^{2}}$.

Proof. As explained in the proof of Theorem 2.2 we may assume that $\left(\xi_{N}, X_{N}, X_{N} \diamond \xi_{N}, A_{N}\right)$ converges in probability to $(\xi, X, X \diamond \xi, 0)$ in $\mathscr{C}_{1}^{0} \times \mathscr{C}_{\infty}^{\alpha} \times \mathscr{C}_{\infty}^{2 \alpha-2} \times L\left(\mathscr{C}_{1}^{\alpha}, \mathscr{C}_{1}^{2 \alpha-2}\right)$. Let us show that then for any $x \in \mathbb{T}^{2}$ the measures $\left(\overline{\mathbb{Q}}_{T,\lfloor x\rfloor_{N}}^{N}\right)$ that are constructed from $\left(\xi_{N}, X_{N}, X_{N} \diamond \xi_{N}\right)$ as described above converge in probability to the polymer measure $\mathbb{Q}_{T, x}$ constructed from $(\xi, X, X \diamond \xi)$. For this it suffices to show that every subsequence possesses a subsequence for which the convergence holds, and in this way we may suppose that the data $\left(\xi_{N}, X_{N}, X_{N} \diamond \xi_{N}, A_{N}\right)$ converges almost surely (because it converges in probability and thus almost surely along a subsequence). Now we simply apply Lemma A.1 in the appendix with $E=\mathbb{T}^{2}, E_{N}=\mathbb{T}_{N}^{2}$ and $\psi_{N}(x)=x$ for $x \in \mathbb{T}_{N}^{2}$. Moreover, if $Y^{N}$ denotes the process with law $\mathbb{Q}_{T,\lfloor x\rfloor_{N}}^{N}$, then the law of $X^{N}$ is $\overline{\mathbb{Q}}_{T,\lfloor x\rfloor_{N}}^{N}$. Of course, Lemma A. 1 is only formulated for temporally homogeneous Markov processes, but we can use the standard trick of considering the couple $\left(Y_{t}^{N}, t\right)_{t \in[0, T]}$ to obtain a temporally homogeneous process. Therefore, we get from Lemma A.1 in the appendix that $\left(\overline{\mathbb{Q}}_{T,\lfloor x\rfloor_{N}}^{N}\right)$ converges weakly to $\mathbb{Q}_{T, x}$, provided that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|K_{T}^{N}(s, t) f-K_{T}(s, t) f\right\|_{L^{\infty}\left(\mathbb{T}_{N}^{2}\right)}=0 \tag{38}
\end{equation*}
$$

for all $f \in C\left(\mathbb{T}^{2}, \mathbb{R}\right)$ and $0 \leq s<t \leq T$, where $\left(K_{T}^{N}(s, t)\right)_{0 \leq s \leq t \leq T}$ denotes the transition function of $Y^{N}$. But by the Bayes formula we have for any $f: \mathbb{T}_{N}^{2} \rightarrow \mathbb{R}, 0 \leq s \leq t \leq T$, and $x \in \mathbb{T}_{N}^{2}$

$$
\mathbb{E}_{\mathbb{Q}_{T, x}^{N}}\left[f\left(B_{t}^{N}\right) \mid \mathcal{F}_{s}\right]=\frac{\mathbb{E}_{\mathbb{P}_{x}^{N}}\left[f\left(B_{t}^{N}\right) Z_{N, T, x}^{-1} \exp \left(\int_{0}^{T} \xi_{N}\left(B_{r}^{N}\right) \mathrm{d} r\right) \mid \mathcal{F}_{s}\right]}{\mathbb{E}_{\mathbb{P}_{x}^{N}}\left[Z_{N, T, x}^{-1} \exp \left(\int_{0}^{T} \xi_{N}\left(B_{r}^{N}\right) \mathrm{d} r\right) \mid \mathcal{F}_{s}\right]}
$$

where $\left(\mathcal{F}_{t}\right)_{t \in[0, T]}$ is the filtration generated by $B^{N}$. The deterministic factor $Z_{N, T, x}^{-1}$ cancels, as well as the contribution $\exp \left(\int_{0}^{s} \xi_{N}\left(B_{r}^{N}\right) \mathrm{d} r\right)$ which we can pull out of both conditional expectations. By the Markov property of $B^{N}$ under $\mathbb{P}_{x}^{N}$, the remaining contribution of the denominator is then given by

$$
\underset{\mathbb{P}_{B_{s}^{N}}^{N}}{ }\left[\exp \left(\int_{0}^{T-s} \xi_{N}\left(B_{r}^{N}\right) \mathrm{d} r\right)\right]=u_{N}^{1}\left(T-s, B_{s}^{N}\right)
$$

where we applied the Feynman-Kac formula and where

$$
\partial_{t} u_{N}^{1}=\Delta_{\mathrm{rw}}^{N} u_{N}^{1}+u_{N}^{1} \xi_{N}-c_{N} u_{N}^{1}, \quad u_{N}^{1}(0) \equiv 1
$$

Similarly, the remaining contribution of the numerator is

$$
\begin{aligned}
\mathbb{E}_{\mathbb{P}_{B_{s}^{N}}^{N}}\left[f\left(B_{t-s}^{N}\right) \exp \left(\int_{0}^{T-s} \xi_{N}\left(B_{r}^{N}\right) \mathrm{d} r\right)\right] & =\mathbb{E}_{\mathbb{P}_{B_{s}^{N}}^{N}}\left[e^{\int_{0}^{t-s} \xi_{N}\left(B_{r}^{N}\right) \mathrm{d} r} f\left(B_{t-s}^{N}\right) \mathbb{E}_{\mathbb{P}_{B_{t-s}^{N}}^{N}}\left[e^{\left.\int_{0}^{T-t} \xi_{N}\left(B_{r}^{N}\right) \mathrm{d} r\right]}\right]\right. \\
& =\mathbb{E}_{\mathbb{P}_{B_{s}^{N}}^{N}}\left[e^{\int_{0}^{t-s} \xi_{N}\left(B_{r}^{N}\right) \mathrm{d} r} f\left(B_{t-s}^{N}\right) u_{N}^{1}\left(T-t, B_{t-s}^{N}\right)\right] \\
& =u_{N}^{T-t, f}\left(t-s, B_{s}^{N}\right),
\end{aligned}
$$

where

$$
\partial_{t} u_{N}^{r, f}=\Delta_{\mathrm{rw}}^{N} u_{N}^{r, f}+u_{N}^{r, f} \xi_{N}-c_{N} u_{N}^{r, f}, \quad u_{N}^{r, f}(0)=f u_{N}^{1}(r)
$$

Consequently the transition function $\left(K_{T}^{N}(s, t)\right)_{0 \leq s \leq t \leq T}$ of $B^{N}$ under $\left(\mathbb{Q}_{T, x}^{N}\right)_{x \in \mathbb{T}_{N}^{2}}$ is given by

$$
K_{T}^{N}(s, t) f(x)=\frac{u_{N}^{T-t, f}(t-s, x)}{u_{N}^{1}(T-s, x)}
$$

Combining this with the representation (37) for $\left(K_{T}(s, t)\right)$, the claimed convergence now follows from Proposition 3.18.

## 6 Invariance principle for the spectrum of a random Schrödinger operator

In the recent paper [1] the random Schrödinger operator with white noise potential defined formally by

$$
\mathscr{H}=-\Delta+(\xi+\infty)
$$

was constructed for the first time. It was shown that it is the limit (in resolvent sense) of the sequence of operators $\mathscr{H}^{\delta}=-\Delta+\xi_{\delta}+c_{\delta}, \delta>0$, where $\xi_{\delta}$ is a mollification of the white noise and $c_{\delta}=\frac{1}{2 \pi} \log \left(\frac{1}{\delta}\right)+O(1)$ is the diverging constant appearing in (7). Moreover, it was shown that the operator $\mathscr{H}$ has a compact resolvent (in $L^{2}\left(\mathbb{T}^{2}\right)$ ) and a pure point spectrum

$$
\sigma(\mathscr{H})=\left\{\Lambda_{1} \leq \Lambda_{2} \leq \cdots \leq \Lambda_{k} \leq \ldots\right\}
$$

where $\Lambda_{k} \rightarrow+\infty$ for $k \rightarrow \infty$.
Now consider the operator $\mathscr{H}_{N}$ defined on the periodic lattice $\mathbb{Z}_{N}^{2}$ by

$$
\mathscr{H}_{N} e(i)=-\left(\Delta_{\mathrm{rw}} e\right)(i)+\varepsilon e(i) \eta_{N}(i), \quad i \in \mathbb{Z}_{N}^{2}
$$

where $\eta_{N}$ is as in the previous sections. Given the results we derived so far it is natural to expect that the spectrum of $\mathscr{H}_{N}$ converges to that of $\mathscr{H}$, at least when suitably rescaled and recentered. To be precise we are interested
in the convergence at the bottom of the spectrum of $\mathscr{H}_{N}$. That is, we fix $k \in \mathbb{N}$ and let $N \gg k$, we denote by $\Lambda_{1}^{N} \leq \cdots \leq \Lambda_{k}^{N}$ the $k$ lowest eigenvalues of the operator $\mathscr{H}_{N}$, and our aim is to show the joint convergence of $\left(\Lambda_{1}^{N}, \ldots, \Lambda_{k}^{N}\right)$. As usual in spectral analysis instead of studying this convergence directly we will prove that the rescaled resolvent of the operator $\mathscr{H}_{N}$ satisfies a central limit theorem which implies in particular the central limit theorem for the eigenvalues. Indeed, let us start by observing that if $e_{N}^{k}$ is an eigenfunction with eigenvalue $\Lambda_{k}^{N}$ and $\tilde{e}_{N}^{k}(i)=e_{N}^{k}(i / \varepsilon)$ for $i \in \mathbb{T}_{N}^{2}$, then $\mathcal{E}_{N} \tilde{e}_{N}^{k}$ is an eigenfunction of the operator

$$
\tilde{\mathscr{H}}_{N} f=-\Delta_{\mathrm{rw}}^{N} \mathcal{P}_{N} f+\Pi_{N}\left(\mathcal{P}_{N}(f) \xi_{N}\right), \quad f \in L^{2}\left(\mathbb{T}^{2}\right)
$$

with eigenvalue $\varepsilon^{-2} \Lambda_{k}^{N}$, where we recall that $\mathcal{P}_{N} f=\mathscr{F}^{-1}\left(\mathbb{1}_{(-N / 2, N / 2)^{2}} \mathscr{F} f\right)$. Now the convergence of the eigenvalues of this self adjoint operator is implied by the convergence of its resolvent operator $\left(z+\tilde{\mathscr{H}}_{N}\right)^{-1}$ for $z \in i \mathbb{R} \backslash\{0\}$. But as we have seen previously such a convergence can only be expected to hold after a suitable renormalization, and taking this into account we should study the operator $\tilde{\mathscr{H}}_{N}+c_{N} \mathcal{P}_{N}$ instead of $\tilde{\mathscr{H}}_{N}$. To prove the convergence of its resolvent (in the operator sense) it suffices to show that $g_{N}=\left(z+\tilde{\mathscr{H}}_{N}+c_{N} \mathcal{P}_{N}\right)^{-1} f$ converges to $(z+\mathscr{H})^{-1} f$ uniformly in $f \in L^{2}\left(\mathbb{T}^{2}\right)$ with $\|f\|_{L^{2}}=1$. For that purpose let us start by observing that $\mathcal{P}_{N} g_{N}$ satisfies the equation

$$
\left(z-\Delta_{\mathrm{rw}}^{N}\right) \mathcal{P}_{N} g_{N}=\mathcal{P}_{N} f-\Pi_{N}\left(\mathcal{P}_{N}\left(g_{N}\right) \xi_{N}\right)-c_{N} \mathcal{P}_{N} g_{N}
$$

whereas $\left(1-\mathcal{P}_{N}\right) g_{N}=z^{-1}\left(1-\mathcal{P}_{N}\right) f$. From here the convergence of $\left(g_{N}\right)$ can be established in the same manner as the convergence in Proposition 3.18 (see [1], Proposition 4.13 and Lemma 4.15 for details on the resolvent equation in the paracontrolled framework), and in that way we obtain the following result.

Proposition 6.1. Make assumptions $\left(H_{\mathrm{rw}}\right)$ and $\left(H_{\mathrm{mart}}\right)$. Let $\alpha \in(2 / 3,1-2 / p)$ and $z \in i \mathbb{R} \backslash\{0\}$. Then the resolvent operator $\left(z+c_{N}+\tilde{\mathscr{H}}_{N}\right)^{-1}$ converges in distribution in the space of bounded operators $L\left(L^{2}, H^{\alpha}\right)$ to $(z+\mathscr{H})^{-1}$.

As previously discussed this immediately yields the following corollary for the eigenvalues.
Theorem 6.2. Fix $k \in \mathbb{N}$ and let $N \gg k$. Let $\Lambda_{1}^{N} \leq \cdots \leq \Lambda_{k}^{N}$ be the $k$ smallest eigenvalues of the operator $\mathscr{H}_{N}$ and $\Lambda_{1} \leq \cdots \leq \Lambda_{k}$ those of $\mathscr{H}$. Then for $N \rightarrow \infty$ the following convergence holds in distribution:

$$
\varepsilon^{-2}\left(\Lambda_{1}^{N}, \ldots, \Lambda_{k}^{N}\right)+c_{N}(1, \ldots, 1) \Rightarrow\left(\Lambda_{1}, \ldots, \Lambda_{k}\right)
$$

## A A criterion for the weak convergence of Markov processes

Lemma A. 1 ([13], Theorem 2.11 in Chapter 4). Let $E$ and $\left(E_{N}\right)_{N \in \mathbb{N}}$ be metric spaces such that $E$ is compact and separable and assume that for all $N$ we are given a measurable map $\psi_{N}: E_{N} \rightarrow E$ and a semigroup $\left(P_{N}(t)\right)_{t \in[0, T]}$ of a Markov process $Y_{N}$ on $E_{N}$, such that $X_{N}=\psi_{N}\left(Y_{N}\right)$ has sample paths in $D([0, T], E)$. Assume also that there exists a Feller semigroup $(P(t))_{t \in[0, T]}$ such that

$$
\lim _{N \rightarrow 0}\left\|P_{N}(t) \pi_{N} f-\pi_{N} P(t) f\right\|_{L^{\infty}}=0
$$

for every $f \in C(E, \mathbb{R})$, where $\pi_{N}: L^{\infty}(E) \rightarrow L^{\infty}\left(E_{N}\right)$ is defined by the relation $\pi_{N} f(x)=f\left(\psi_{N}(x)\right)$, $x \in E_{N}$. Then if $X_{N}(0)$ has a limiting probability distribution $\nu$ on $E$, the process $\left(X_{N}\right)$ converges in distribution in $D([0, T], E)$ to the Markov process $X$ starting at $\nu$ with semigroup $(P(t))_{t \in[0, T]}$.
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