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Abstract Tverberg’s theorem states that for any k ≥ 2 and any set P ⊂ Rd5

of at least (d+ 1)(k − 1) + 1 points in d dimensions, we can partition P into k6

subsets whose convex hulls have a non-empty intersection. The associated search7

problem of finding the partition lies in the complexity class CLS = PPAD∩PLS,8

but no hardness results are known. In the colorful Tverberg theorem, the points9

in P have colors, and under certain conditions, P can be partitioned into10

colorful sets, in which each color appears exactly once and whose convex hulls11

intersect. To date, the complexity of the associated search problem is unresolved.12

Recently, Adiprasito, Bárány, and Mustafa [SODA 2019] gave a no-dimensional13

Tverberg theorem, in which the convex hulls may intersect in an approximate14

fashion. This relaxes the requirement on the cardinality of P . The argument is15

constructive, but does not result in a polynomial-time algorithm.16

We present a deterministic algorithm that finds for any n-point set P ⊂ Rd17

and any k ∈ {2, . . . , n} in O(nddlog ke) time a k-partition of P such that18

there is a ball of radius O ((k/
√
n)diam(P)) that intersects the convex hull19

of each set. Given that this problem is not known to be solvable exactly in20

polynomial time, our result provides a remarkably efficient and simple new21

notion of approximation.22

Our main contribution is to generalize Sarkaria’s method [Israel Journal23

Math., 1992] to reduce the Tverberg problem to the Colorful Carathéodory24
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Fig. 1 The Colorful Carathéodory theorem. Left: the convex hulls of the three point sets
intersect; Right: a colorful triangle that contains the common point.

problem (in the simplified tensor product interpretation of Bárány and Onn)25

and to apply it algorithmically. It turns out that this not only leads to an26

alternative algorithmic proof of a no-dimensional Tverberg theorem, but it also27

generalizes to other settings such as the colorful variant of the problem.28

Keywords Tverberg Theorem · Colorful Caratheodory Theorem · Approxi-29

mation Algorithm30

Mathematics Subject Classification (2010) 68W25 · 52C9931

1 Introduction32

In 1921, Radon [27] proved a seminal theorem in convex geometry: given a set33

P of at least d+ 2 points in Rd, one can always split P into two non-empty34

sets whose convex hulls intersect. In 1966, Tverberg [34] generalized Radon’s35

theorem to allow for more sets in the partition. Specifically, he showed that36

for any k ≥ 1, if a d-dimensional point set P ⊂ Rd has cardinality at least37

(d+ 1)(k−1) + 1, then P can be partitioned into k non-empty, pairwise disjoint38

sets T1, . . . , Tk ⊂ P whose convex hulls have a non-empty intersection, i.e.,39 ⋂k
i=1 conv(Ti) 6= ∅, where conv(·) denotes the convex hull.40

By now, several alternative proofs of Tverberg’s theorem are known, e.g., [3,41

5,8,21,28,29,35,36]. Perhaps the most elegant proof is due to Sarkaria [29], with42

simplifications by Bárány and Onn [8] and by Aroch et al. [3]. In this paper,43

all further references to Sarkaria’s method refer to the simplified version. This44

proof proceeds by a reduction to the Colorful Carathéodory theorem, another45

celebrated result in convex geometry: given r ≥ d+1 point sets P1, . . . , Pr ⊂ Rd46

that have a common point y in their convex hulls conv(P1), . . . , conv(Pr), there47

is a traversal x1 ∈ P1, . . . , xr ∈ Pr, such that conv({x1, . . . , xr}) contains y.48

A two-dimensional example is given in Figure 1. Sarkaria’s proof [29] uses a49

tensor product to lift the original points of the Tverberg instance into higher50

dimensions, and then uses the Colorful Carathéodory traversal to obtain a51

Tverberg partition for the original point set.52

From a computational point of view, a Radon partition is easy to find by53

solving d+ 1 linear equations. On the other hand, finding Tverberg partitions54
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is not straightforward. Since a Tverberg partition must exist if P is large55

enough, finding such a partition is a total search problem. In fact, the problem56

of computing a Colorful Carathéodory traversal lies in the complexity class57

CLS = PPAD ∩ PLS [20,23], but no better upper bound is known. Sarkaria’s58

proof gives a polynomial-time reduction from the problem of finding a Tverberg59

partition to the problem of finding a colorful traversal, thereby placing the60

former problem in the same complexity class. Again, as of now we do not61

know better upper bounds for the general problem. Miller and Sheehy [21]62

and Mulzer and Werner [24] provided algorithms for finding approximate63

Tverberg partitions, computing a partition into fewer sets than is guaranteed64

by Tverberg’s theorem in time that is linear in n, but quasi-polynomial in the65

dimension. These algorithms were motivated by applications in mesh generation66

and statistics that require finding a point that lies “deep” in P . A point in67

the common intersection of the convex hulls of a Tverberg partition has this68

property, with the partition serving as a certificate of depth. Recently Har-Peled69

and Zhou have proposed algorithms [15] to compute approximate Tverberg70

partitions that take time polynomial in n and d.71

Tverberg’s theorem also admits a colorful variant, first conjectured by72

Bárány and Larman [7]. The setup consists of d+1 point sets P1, . . . , Pd+1 ⊂ Rd,73

each set interpreted as a different color and having size t. For a given k, the74

goal is to find k pairwise-disjoint colorful sets (i.e., each set contains at most75

one point from each Pi) A1, . . . , Ak such that
⋂k
i=1 conv(Ai) 6= ∅. The problem76

is to determine the optimal value of t for which such a colorful partition always77

exists. Bárány and Larman [7] conjectured that t = k suffices and they proved78

the conjecture for d = 2 and arbitrary k, and for k = 2 and arbitrary d.79

The first result for the general case was given by Živaljević and Vrećica [38]80

through topological arguments. Using another topological argument, Blagojevič,81

Matschke, and Ziegler [9] showed that (i) if k + 1 is prime, then t = k; and (ii)82

if k + 1 is not prime, then k ≤ t ≤ 2k − 2. These are the best known bounds83

for arbitrary k. Later Matoušek, Tancer, and Wagner [19] gave a geometric84

proof that is inspired by the proof of Blagojevič, Matschke, and Ziegler [9].85

More recently, Soberón [30] showed that if more color classes are available,86

then the conjecture holds for any k. More precisely, for P1, . . . , Pn ⊂ Rd with87

n = (k − 1)d+ 1, each of size k, there exist k colorful sets whose convex hulls88

intersect. Moreover, there is a point in the common intersection so that the89

coefficients of its convex combination are the same for each colorful set in the90

partition. The proof uses Sarkaria’s tensor product construction.91

Recently Adiprasito, Bárány, and Mustafa [1] established a relaxed version92

of the Colorful Carathéodory theorem and some of its descendants [4]. For93

the Colorful Carathéodory theorem, this allows for a (relaxed) traversal of94

arbitrary size, with a guarantee that the convex hull of the traversal is close to95

the common point y. For the Colorful Tverberg problem, they prove a version of96

the conjecture where the convex hulls of the colorful sets intersect approximately.97

This also gives a relaxation for Tverberg’s theorem [34] that allows arbitrary-98

sized partitions, again with an approximate notion of intersection. Adiprasito99

et al. refer to these results as no-dimensional versions of the respective classic100
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theorems, because the dependence on the ambient dimension is relaxed. The101

proofs use averaging arguments. The argument for the no-dimensional Colorful102

Carathéodory theorem also gives an efficient algorithm to find a suitable103

traversal. However, the arguments for the no-dimensional Tverberg theorem104

results do not give a polynomial-time algorithm for finding the partitions.105

Our contributions. We prove no-dimensional variants of the Tverberg theorem106

and its colorful counterpart that allow for efficient algorithms. Our proofs are107

inspired by Sarkaria’s method [29] and the averaging technique by Adiprasito,108

Bárány, and Mustafa [1]. For the colorful version, we additionally make use of109

ideas of Soberón [30]. Furthermore, we also give a no-dimensional generalized110

Ham-Sandwich theorem [37] that interpolates between the Centerpoint theorem111

and the Ham-Sandwich theorem [33], again with an efficient algorithm.112

Algorithmically, Tverberg’s theorem is useful for finding centerpoints of113

high-dimensional point sets, which in turn has applications in statistics and114

mesh generation [21]. In fact, most algorithms for finding centerpoints are115

Monte-Carlo, returning some point p and a probabilistic guarantee that p is116

indeed a centerpoint [11, 14]. However, this is coNP-hard to verify. On the117

other hand, a (possibly approximate) Tverberg partition immediately gives118

a certificate of depth [21, 24]. Unfortunately, there are no polynomial-time119

algorithms for finding optimal Tverberg partitions. In this context, our result120

provides a fresh notion of approximation that also leads to very fast polynomial-121

time algorithms.122

Furthermore, the Tverberg problem is intriguing from a complexity theoretic123

point of view, because it constitutes a total search problem that is not known124

to be solvable in polynomial time, but which is also unlikely to be NP-hard.125

So far, such problems have mostly been studied in the context of algorithmic126

game theory [25], and only very recently a similar line of investigation has been127

launched for problems in high-dimensional discrete geometry [13, 17, 20, 23].128

Thus, we show that the no-dimensional variant of Tverberg’s theorem is easy129

from this point of view. Our main results are as follows:130

– Sarkaria’s method uses a specific set of k vectors in Rk−1 to lift the points131

in the Tverberg instance to a Colorful Carathéodory instance. We refine132

this method to vectors that are defined with the help of a given graph. The133

choice of this graph is important in proving good bounds for the partition134

and in the algorithm. We believe that this generalization is of independent135

interest and may prove useful in other scenarios that rely on the tensor136

product construction.137

– Let diam(x) denote the diameter of any set x. We prove an efficient no-138

dimensional Tverberg result:139

Theorem 1.1 (efficient no-dimensional Tverberg) Let P be a set of140

n points in d dimensions, and let k ∈ {2, . . . , n} be an integer.141

(i) For any choice of positive integers r1, . . . , rk that satisfy
∑k
i=1 ri = n,142

there is a partition T1, . . . , Tk of P with |T1| = r1, |T2| = r2, . . . , |Tk| =143
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Fig. 2 Left: a 4-partition of a planar point set. Larger Tverberg partitions are not possible
because there are not enough points. Right: a 5-partition on the same point set with a disk
intersecting the convex hulls of each set of the partition.

rk, and a ball B of radius144

ndiam(P )
mini ri

√
10dlog4 ke
n− 1 = O

(√
n log k

mini ri
diam(P )

)
such that B intersects the convex hull of each Ti.145

(ii) The bound is better for the case n = rk and r1 = · · · = rk = r. There146

exists a partition T1, . . . , Tk of P with |T1| = · · · = |Tk| = r and a147

d-dimensional ball of radius148 √
k(k − 1)
n− 1 diam(P ) = O

(
k√
n

diam(P )
)

that intersects the convex hull of each Ti.149

(iii) In either case, the partition T1, . . . , Tk can be computed in deterministic150

time151

O(nddlog ke).
See Figure 2 for a simple illustration.152

– and a colorful counterpart (for a simple example, see Figure 3):153

Theorem 1.2 (efficient no-dimensional Colorful Tverberg) Let P1,154

. . ., Pn ⊂ Rd be point sets, each of size k, with k being a positive integer,155

so that the total number of points is N = nk.156

(i) Then, there are k pairwise-disjoint colorful sets A1, . . . , Ak and a ball157

of radius158 √
2k(k − 1)

N
max
i

diam(Pi) = O

(
k√
N

max
i

diam(Pi)
)

that intersects conv(Ai) for each i ∈ [k].159

(ii) The colorful sets A1, . . . , Ak can be computed in deterministic time160

O(Ndk).161

– For any sets P, x ⊂ Rd, the depth of x with respect to P is the largest162

positive integer k such that every half-space that contains x also contains163

at least k points of P .164
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Fig. 3 Left: a point set on three colors and four points of each color. Right: a colorful
partition with a ball containing the centroids (squares) of the sets of the partition.

Theorem 1.3 (no-dimensional Generalized Ham-Sandwich) Let k165

finite point sets P1, . . ., Pk in Rd be given, and let m1, . . . ,mk, 2 ≤ mi ≤ |Pi|166

for i ∈ [k], k ≤ d, be any set of integers.167

(i) There is a linear transformation and a ball B ∈ Rd−k+1 of radius168

(2 + 2
√

2) max
i

diam(Pi)√
mi

,

such that the hypercylinder B ×Rk−1 ⊂ Rd has depth at least d|Pi|/mie169

with respect to Pi, for i ∈ [k], after applying the transformation.170

(ii) The ball and the transformation can be determined in time171

O

(
d6 + dk2 +

∑
i

|Pi|d

)
.

The colorful Tverberg result is similar in spirit to the regular version, but172

from a computational viewpoint, it does not make sense to use the colorful173

algorithm to solve the regular Tverberg problem.174

Compared to the results of Adiprasito et al. [1], our radius bounds are175

slightly worse. More precisely, they show that both in the colorful and the non-176

colorful case, there is a ball of radius O
(√

k/n diam(P )
)

that intersects the177

convex hulls of the sets of the partition. They also show this bound is close to178

optimal. In contrast, our result is off by a factor of O(
√
k), but derandomizing179

the proof of Adiprasito et al. [1] gives only a brute-force 2O(n)-time algorithm.180

In contrast, our approach gives almost linear time algorithms for both cases,181

with a linear dependence on the dimension.182

Techniques. Adiprasito et al. first prove the colorful no-dimensional Tverberg183

theorem using an averaging argument over an exponential number of possible184

partitions. Then, they specialize their result for the non-colorful case, obtaining185

a bound that is asymptotically optimal. Unfortunately, it is not clear how to186

derandomize the averaging argument efficiently. The method of conditional187

expectations applied to their averaging argument leads to a running time of188
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2O(n). To get around this, we follow an alternate approach towards both versions189

of the Tverberg theorem. Instead of a direct averaging argument, we use a190

reduction to the Colorful Carathéodory theorem that is inspired by Sarkaria’s191

proof, with some additional twists. We will see that this reduction also works in192

the no-dimensional setting, i.e., by a reduction to the no-dimensional Colorful193

Carathéodory theorem of Adiprasito et al., we obtain a no-dimensional Tverberg194

theorem, with slightly weaker radius bounds, as stated above. This approach195

has the advantage that their Colorful Carathéodory theorem is based on an196

averaging argument that permits an efficient derandomization using the method197

of conditional expectations [2]. In fact, we will see that the special structure of198

the no-dimensional Colorful Carathéodory instance that we create allows for a199

very fast evaluation of the conditional expectations, as we fix the next part of200

the solution. This results in an algorithm whose running time is O(nddlog ke)201

instead of O(ndk), as given by a naive application of the method. With a202

few interesting modifications, this idea also works in the colorful setting. This203

seems to be the first instance of using Sarkaria’s method with special lifting204

vectors, and we hope that this will prove useful for further studies on Tverberg’s205

theorem and related problems.206

Updates from the conference version. An extended abstract [10] of this work207

appeared at the 36th International Symposium on Computational Geometry.208

The conference abstract omitted the details of the results of Theorem 1.2 and209

Theorem 1.3. In this version, we present all the missing details.210

Outline of the paper. We describe our extension of Sarkaria’s technique in Sec-211

tion 2 and an averaging argument that is essential for our results. In Section 3,212

we present the proof of the no-dimensional Tverberg theorem (Theorem 1.1).213

The algorithm for computing the partition is also detailed therein. Section 4 con-214

tains the results for the colorful setting of Tverberg (Theorem 1.2) and Section 5215

presents results for the generalized Ham-Sandwich theorem (Theorem 1.3). We216

conclude in Section 6 with some observations and open questions.217

2 Tensor product and Averaging argument218

Let P ⊂ Rd be the given set of n points. We assume for simplicity that219

the centroid of P , that we denote by c(P ), coincides with the origin 0, that220

is,
∑
x∈P x = 0. For ease of presentation, we denote the origin by 0 in all221

dimensions, as long as there is no danger of ambiguity. Also, we write 〈·, ·〉 for222

the usual scalar product between two vectors in the appropriate dimension,223

and [n] for the set {1, . . . , n}.224

2.1 Tensor product225

Let x = (x1, . . . , xd) ∈ Rd and y = (y1, . . . , ym) ∈ Rm be any two vectors. The226

tensor product ⊗ is the operation that takes x and y to the dm-dimensional227
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vector x⊗ y whose ij-th component is xiyj , that is,228

x⊗y = (xy1, . . . , xym) = (x1y1, . . . , xdy1, x1y2, . . . , xdym−1, . . . , xdym) ∈ Rdm.

Easy calculations show that for any x, x′ ∈ Rd, y, y′ ∈ Rm, the operator ⊗229

satisfies:230

(1) x⊗ y + x′ ⊗ y = (x+ x′)⊗ y;231

(2) x⊗ y + x⊗ y′ = x⊗ (y + y′); and232

(3) 〈x⊗ y, x′ ⊗ y′〉 = 〈x, x′〉〈y, y′〉.233

By (3), the L2-norm ‖x ⊗ y‖ of the tensor product x ⊗ y is exactly ‖x‖‖y‖.234

For any set of vectors X = {x1, x2, . . . } in Rd and any m-dimensional vector235

q ∈ Rm, we denote byX⊗q the set of tensor products {x1⊗q, x2⊗q, . . . } ⊂ Rdm.236

Throughout this paper, all distances will be measured in the L2-norm.237

A set of lifting vectors. We generalize the tensor construction that was used238

by Sarkaria to prove the Tverberg theorem [29]. For this, we provide a way to239

construct a set of k vectors {q1, . . . , qk} that we use to create tensor products.240

The motivation behind the precise choice of these vectors will be clear in the241

next section, when we apply the construction to prove the no-dimensional242

Tverberg result. Let G be an (undirected) simple, connected graph of k nodes.243

Let244

– ‖G‖ denote the number of edges in G,245

– ∆(G) denote the maximum degree of any node in G, and246

– diam(G) denote the diameter of G, i.e., the maximum length of a shortest247

path between a pair of vertices in G.248

We orient the edges of G in an arbitrary manner to obtain an oriented249

graph. We use this directed version of G to define a set of k vectors {q1, . . . , qk}250

in ‖G‖ dimensions. This is done as follows: each vector qi corresponds to a251

unique node vi of G and its co-ordinates correspond to the row in the oriented252

incidence matrix assigned to vi. More precisely, each coordinate position of the253

vectors corresponds to a unique edge of G. If vivj is a directed edge of G, then254

qi contains a 1 and qj contains a −1 in the corresponding coordinate position.255

The remaining co-ordinates are zero. That means, the vectors {q1, . . . , qk}256

are in R‖G‖. Also,
∑k
i=1 qi = 0. It can be verified that this is the unique257

linear dependence (up to scaling) between the vectors for any choice of edge258

orientations of G. This means that the rank of the matrix with the qi’s as the259

rows is k − 1. It can be verified that:260

Lemma 2.1 For each vertex vi, the squared norm ‖qi‖2 is the degree of vi.261

For i 6= j, the dot product 〈qi, qj〉 is −1 if vivj is an edge in G, and 0 otherwise.262

ut

An immediate application of Lemma 2.1 and property (3) of the tensor263

product is that for any set of k vectors {u1, . . . , uk}, each of the same dimension,264
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the following relation holds:265 ∥∥∥∥∥
k∑
i=1

ui ⊗ qi

∥∥∥∥∥
2

=
k∑
i=1

k∑
j=1
〈ui ⊗ qi, uj ⊗ qj〉

=
k∑
i=1

k∑
j=1
〈ui, uj〉〈qi, qj〉

=
k∑
i=1
〈ui, ui〉〈qi, qi〉+ 2

k∑
1≤i<j≤k

〈ui, uj〉〈qi, qj〉

=
k∑
i=1
‖ui‖2‖qi‖2 − 2

∑
vivj∈E

〈ui, uj〉

=
∑

vivj∈E
‖ui − uj‖2, (1)

where E is the set of edges of G.1266

One of the simplest examples of such a set can be formed by selecting G267

to be the star graph. Each of the k − 1 leaves correspond to a standard basis268

vector of Rk−1 and the root corresponds to (−1, . . . ,−1) ∈ Rk−1. This is also269

the set used in Bárány and Onn’s interpretation [8] of Sarkaria’s proof.270

A more sophisticated example can be formed by taking G as a balanced271

binary tree with k nodes, and orienting the edges away from the root. Let q1272

correspond to the root. A simple instance of the vectors is shown below:273

q1

q2

q4 q5

q3

q6 . . .
274

The vectors in the figure above can be represented as the matrix275 

q1
q2
q3
q4
q5
q6
. . .


=



1 1 0 0 0 0 0 0 . . .
−1 0 1 1 0 0 0 0 . . .
0 −1 0 0 1 1 0 0 . . .
0 0 −1 0 0 0 1 1 . . .
0 0 0 −1 0 0 0 0 . . .
0 0 0 0 −1 0 0 0 . . .

. . .


1 We note that this identity is very similar to the Laplacian quadratic form that is used in

spectral graph theory; see, e.g., the lecture notes by Spielman [31] for more information.
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where the i-th row of the matrix corresponds to vector qi. As ‖G‖ = k− 1, each276

vector is in Rk−1. The norm ‖qi‖ is either
√

2,
√

3, or 1, depending on whether277

vi is the root, an internal node with two children, or a leaf, respectively. The278

height of G is dlog ke and the maximum degree is ∆(G) = 3.279

2.2 Averaging argument280

Lifting the point set. Let P = {p1, . . . , pn} ⊂ Rd. We first pick a graph G281

with k vertices, as in the previous paragraph, and we derive a set of k lifting282

vectors {q1, . . . , qk} from G. Then, we lift each point of P to a set of vectors283

in d‖G‖ dimensions, by taking tensor products with the vectors {q1, . . . , qk}.284

More precisely, for a ∈ [n] and j ∈ [k], let pa,j = pa ⊗ qj ∈ Rd‖G‖. For a ∈ [n],285

we let Pa = {pa,1, . . . , pa,k} be the lifted points obtained from pa. We have,286

‖pa,j‖ = ‖qj‖‖pa‖ ≤
√
∆(G)‖pa‖. By the bi-linear properties of the tensor287

product, we have288

c(Pa) = 1
k

k∑
j=1

(pa ⊗ qj) = 1
k

pa ⊗
 k∑
j=1

qj

 = 1
k

(pa ⊗ 0) = 0,

so the centroid c(Pa) coincides with the origin, for a ∈ [n].289

The next lemma contains the technical core of our argument. The result is290

applied in Section 3 to derive a useful partition of P into k subsets of prescribed291

sizes from the lifted point sets.292

Lemma 2.2 Let P = {p1, . . . , pn} be a set of n points in Rd satisfying293 ∑n
i=1 pi = 0. Let P1, . . . , Pn denote the point sets obtained by lifting each294

pi ∈ P using the vectors {q1, . . . , qk} defined using a graph G.295

(i) For any choice of positive integers r1, . . . , rk that satisfy
∑k
i=1 ri = n,296

there is a partition T1, . . . , Tk of P with |T1| = r1, |T2| = r2, . . . , |Tk| = rk297

such that the centroid of the set of lifted points T := T1⊗ q1∪· · ·∪Tk⊗ qk298

(this set is also a traversal of P1, . . . , Pn) has distance less than299

δ =

√
∆(G)

2(n− 1)diam(P )

from the origin 0.300

(ii) The bound is better for the case n = rk and r1 = · · · = rk = n/k. There301

exists a partition T1, . . . , Tk of P with |T1| = |T2| = · · · = |Tk| = r such302

that the centroid of T := T1 ⊗ q1 ∪ · · · ∪ Tk ⊗ qk has distance less than303

γ =

√
‖G‖

k(n− 1)diam(P )

from the origin 0.304
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Proof We use an averaging argument to prove the claims, like Adiprasito305

et al. [1]. More precisely, we bound the average norm δ of the centroid of306

the lifted points T1 ⊗ q1 ∪ · · · ∪ Tk ⊗ qk over all partitions of P of the form307

T1, . . . , Tk, for which the sets in the partition have sizes r1, . . . , rk respectively,308

with
∑k
i=1 ri = n.309

Proof of Lemma 2.2(i). Each such partition can be interpreted as a traversal of310

the lifted point sets P1, . . . , Pn that contains ri points lifted with qi, for i ∈ [k].311

Thus, consider any traversal of this type X = {x1, . . . , xn} of P1, . . . , Pn, where312

xa ∈ Pa, for a ∈ [n]. The centroid of X is c(X) = (1/n)
∑n
a=1 xa. We bound313

the expectation n2E
(
‖c(X)‖2) = E

(
‖
∑n
a=1 xa‖

2
)

, over all possible traversals314

X. By the linearity of expectation, E
(
‖
∑n
a=1 xa‖

2
)

can be written as315

E

∥∥∥∥∥
n∑
a=1

xa

∥∥∥∥∥
2
 = E

 n∑
a=1
‖xa‖2 +

∑
a,b∈[n]
a<b

2〈xa, xb〉



= E

(
n∑
a=1
‖xa‖2

)
+ 2E

 ∑
a,b∈[n]
a<b

〈xa, xb〉

 .

We next find the coefficient of each term of the form ‖xa‖2 and 〈xa, xb〉 in the316

expectation. Using the multinomial coefficient, the total number of traversals317

X is318 (
n

r1, r2, . . . , rk

)
= n!
r1!r2! · · · · · rk! .

Furthermore, for any lifted point xa = pa,j , the number of traversals X with319

pa,j ∈ X is320 (
n− 1

r1, . . . , rj − 1, . . . , rk

)
= (n− 1)!
r1! · · · · · (rj − 1)! · · · · · rk! .

So the coefficient of ‖pa,j‖2 is321

(n−1)!
r1!·····(rj−1)!·····rk

n!
r1!·····rk!

= rj
n
.

Similarly, for any pair of points (xa, xb) = (pa,i, pb,j), there are two cases in322

which they appear in the same traversal: first, if i = j, the number of traversals323

is324
(n− 2)!

r1! · · · · · (ri − 2)! · · · · · rk! .

The coefficient of 〈pa,i, pb,j〉 in the expectation is hence325

ri(ri − 1)
n(n− 1) .
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Second, if i 6= j, the number of traversals is calculated to be326

(n− 2)!
r1! · · · · · (ri − 1)! · · · · · (rj − 1)! · · · · · rk! .

The coefficient of 〈pa,i, pb,j〉 is327

rirj
n(n− 1) .

Substituting the coefficients, we bound the expectation as328

E

(
n∑
a=1
‖xa‖2

)
+ 2E

 ∑
a,b∈[n]
a<b

〈xa, xb〉


=

n∑
a=1

k∑
j=1
‖pa,j‖2 rj

n

+ 2
∑

a,b∈[n]
a<b

 k∑
j=1
〈pa,j , pb,j〉

rj(rj − 1)
n(n− 1) +

∑
i,j∈[k]
i 6=j

〈pa,i, pb,j〉
rirj

n(n− 1)


=

k∑
j=1

rj
n

n∑
a=1
‖pa,j‖2

+ 2
n(n− 1)

∑
a,b∈[n]
a<b

 ∑
i,j∈[k]

〈pa,i, pb,j〉rirj −
k∑
j=1
〈pa,j , pb,j〉rj


=

k∑
j=1

rj

(
1
n

n∑
a=1
‖pa,j‖2

)
+
∑

a,b∈[n]
a<b

∑
i,j∈[k]

2〈pa,i, pb,j〉rirj
n(n− 1)

−
∑

a,b∈[n]
a<b

k∑
j=1

2〈pa,j , pb,j〉rj
n(n− 1) .
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We bound the value of each of the three terms individually to get an upper329

bound on the value of the expression. The first term can be bounded as330

k∑
j=1

rj

(
1
n

n∑
a=1
‖pa,j‖2

)
= 1
n

k∑
j=1

rj

(
n∑
a=1
‖pa‖2‖qj‖2

)

= 1
n

 k∑
j=1

rj‖qj‖2

 n∑
a=1
‖pa‖2

≤ 1
n

∆(G)
k∑
j=1

rj

 n∑
a=1
‖pa‖2

= 1
n

(∆(G)n)
n∑
a=1
‖pa‖2

<∆(G)
(
ndiam(P )2

2

)
,

where we have made use of Lemma 2.1 and the fact that
∑n
a=1 ‖pa‖2 <331

ndiam(P )2

2 (see [1, Lemma 4.1]). The second term can be re-written as332

∑
a,b∈[n]
a<b

∑
i,j∈[k]

2〈pa,i, pb,j〉rirj
n(n− 1) =

∑
i,j∈[k]

2rirj
n(n− 1)

 ∑
a,b∈[n]
a<b

〈pa,i, pb,j〉



=
∑
i,j∈[k]

2rirj
n(n− 1)

 ∑
a,b∈[n]
a<b

〈pa ⊗ qi, pb ⊗ qj〉



=
∑
i,j∈[k]

2rirj
n(n− 1)

 ∑
a,b∈[n]
a<b

〈pa, pb〉 〈qi, qj〉


=

 ∑
i,j∈[k]

2〈qi, qj〉rirj
n(n− 1)

 ∑
a,b∈[n]
a<b

〈pa, pb〉

= 2
n(n− 1)

 ∑
i,j∈[k]

〈qi, qj〉rirj

 ∑
a,b∈[n]
a<b

〈pa, pb〉.
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The expression
∑
i,j∈[k]〈qi, qj〉rirj can be further simplified as333

∑
i,j∈[k]

〈qi, qj〉rirj =
∑

1≤i=j≤k
〈qi, qj〉rirj + 2

 ∑
1≤i<j≤k

〈qi, qj〉rirj


=
∑

1≤i≤k
‖qi‖r2

i + 2

 ∑
vivj∈E

(−1) · rirj +
∑

vivj 6∈E

0 · rirj


=
∑

1≤i≤k
degree(vi)r2

i +
∑

vivj∈E
−2rirj

=
∑

vivj∈E
r2
i + r2

j − 2rirj

=
∑

vivj∈E
(ri − rj)2.

where we have again made use of Lemma 2.1. Substituting, the second term334

becomes335

2
n(n− 1)

 ∑
(vi,vj)∈E

(ri − rj)2

 ∑
a,b∈[n]
a<b

〈pa, pb〉 < 0,

since we can use c(P ) = 0 to bound
∑
a,b,∈[n],a<b〈pa, pb〉 = − 1

2
∑n
a=1 ‖pa‖2 < 0.336

The second term is non-positive and therefore can be removed since the total337

expectation is always non-negative. The third term is338

∑
a,b∈[n]
a<b

k∑
j=1

−2〈pa,j , pb,j〉rj
n(n− 1) =

∑
a,b∈[n]
a<b

k∑
j=1

−2 〈pa ⊗ qj , pb ⊗ qj〉 rj
n(n− 1)

=
∑

a,b∈[n]
a<b

k∑
j=1

−2〈pa, pb〉‖qj‖2rj
n(n− 1)

=

 k∑
j=1
‖qj‖2rj


 ∑
a,b∈[n]
a<b

−2〈pa, pb〉
n(n− 1)


<

 k∑
j=1
‖qj‖2rj

(ndiam(P )2

2n(n− 1)

)

=

 k∑
j=1
‖qj‖2rj

 diam(P )2

2(n− 1)

<
n∆(G)diam(P )2

2(n− 1) .
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Collecting the three terms, the expression is upper bounded by339

diam(P )2∆(G)n
2 + diam(P )2∆(G)n

2(n− 1)

=diam(P )2∆(G)n
2

(
1 + 1

n− 1

)
=diam(P )2∆(G)n2

2(n− 1) ,

which bounds the expectation by340

1
n2

(
diam(P )2∆(G)n2

2(n− 1)

)
= diam(P )2∆(G)

2(n− 1) .

This shows that there is a traversal such that its centroid has norm less than341

diam(P )

√
∆(G)

2(n− 1) .

Proof of Lemma 2.2(ii) (balanced case). For the case that n is a multiple of k,342

and r1 = · · · = rk = n
k = r, the upper bound can be improved: the first term343

in the expectation is344

k∑
j=1

rj

(
1
n

n∑
a=1
‖pa,j‖2

)
= r

n

k∑
j=1

n∑
a=1
‖pa,j‖2

= r

n

k∑
j=1

n∑
a=1
‖pa‖2‖qj‖2

= r

n

 k∑
j=1
‖qj‖2

 n∑
a=1
‖pa‖2

= r

n
2‖G‖

n∑
a=1
‖pa‖2

<
r

n
2‖G‖

(
ndiam(P )2

2

)
≤ r‖G‖diam(P )2,

The second term is zero, and the third term is less than345  k∑
j=1
‖qj‖2rj

 diam(P )2

2(n− 1) = r

 k∑
j=1
‖qj‖2

 diam(P )2

2(n− 1)

= 2r‖G‖diam(P )2

2(n− 1)

= r‖G‖diam(P )2

(n− 1) .
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The expectation is upper bounded as346

n2E
(
‖c(X)‖2) < r‖G‖diam(P )2 + r‖G‖diam(P )2

(n− 1)

=⇒ E
(
‖c(X)‖2) < r‖G‖diam(P )2

n2

(
1 + 1

n− 1

)
= r‖G‖diam(P )2

n(n− 1) = ‖G‖diam(P )2

k(n− 1) ,

which shows that there is at least one balanced traversal X whose centroid has347

norm less than348 √
‖G‖

k(n− 1)diam(P ),

as claimed.349

ut

3 Efficient no-dimensional Tverberg Theorem350

In this section we prove the results of Theorem 1.1:351

Theorem 1.1 (efficient no-dimensional Tverberg) Let P be a set of n352

points in d dimensions, and let k ∈ {2, . . . , n} be an integer.353

(i) For any choice of positive integers r1, . . . , rk that satisfy
∑k
i=1 ri = n,354

there is a partition T1, . . . , Tk of P with |T1| = r1, |T2| = r2, . . . , |Tk| = rk,355

and a ball B of radius356

ndiam(P )
mini ri

√
10dlog4 ke
n− 1 = O

(√
n log k

mini ri
diam(P )

)
such that B intersects the convex hull of each Ti.357

(ii) The bound is better for the case n = rk and r1 = · · · = rk = r. There358

exists a partition T1, . . . , Tk of P with |T1| = · · · = |Tk| = r and a359

d-dimensional ball of radius360 √
k(k − 1)
n− 1 diam(P ) = O

(
k√
n

diam(P )
)

that intersects the convex hull of each Ti.361

(iii) In either case, the partition T1, . . . , Tk can be computed in deterministic362

time363

O(nddlog ke).
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3.1 Proof of Theorem 1.1(i)364

We lift the points of P to P1, . . . , Pn using a graph G and the associated vectors365

q1, . . . , qk as in Section 2.2. The centroid c(Pa) coincides with the origin, for366

a ∈ [n]. Applying Lemma 2.2, there is a traversal T := T1⊗ q1 ∪ · · · ∪Tk⊗ qk of367

the lifted points, with |T1| = r1, |T2| = r2, . . . , |Tk| = rk, such that its centroid368

has norm at most δ.369

We show that there is a ball of bounded radius that intersects the convex370

hull of each Ti. Let α1 = r1/n, . . . , αk = rk/n be positive real numbers. The371

centroid of T , c(T ), can be written as372

c(T ) = 1
n

k∑
i=1

∑
p∈Ti

p⊗ qi =
k∑
i=1

1
n

∑
p∈Ti

p

⊗ qi
=

k∑
i=1

ri
n

 1
ri

∑
p∈Ti

p

⊗ qi =
k∑
i=1

αici ⊗ qi,

where ci = c(Ti) denotes the centroid of Ti, for i ∈ [k]. Using Equation (1),373

‖c(T )‖2 =

∥∥∥∥∥
k∑
i=1

αici ⊗ qi

∥∥∥∥∥
2

=
∑

vivj∈E
‖αici − αjcj‖2. (2)

Let x1 = α1c1, x2 = α2c2, . . . , xk = αkck. Then,374

k∑
i=1

xi =
k∑
i=1

αici =
k∑
i=1

ri
n

 1
ri

∑
p∈Ti

p

 = 1
n

n∑
j=1

pj = 0,

so the centroid of {x1, . . . , xk} coincides with the origin. Using ‖c(T )‖ < δ and375

Equation (2),376 ∑
vivj∈E

‖xi − xj‖2 =
∑

vivj∈E
‖αici − αjcj‖2 < δ2.

We bound the distance from x1 to every other xi. For each i ∈ [k], we377

associate to xi the node vi in G. Let the shortest path from v1 to vj in G378

be denoted by (v1, vi1 , vi2 , . . . , viz , vj). This path has length at most diam(G).379

Using the triangle inequality and the Cauchy-Schwarz inequality,380

‖x1 − xj‖ ≤ ‖x1 − xi1‖+ ‖xi1 − xi2‖+ · · ·+ ‖xiz − xj‖

≤
√

diam(G)
√
‖x1 − xi1‖2 + ‖xi1 − xi2‖2 + · · ·+ ‖xiz − xj‖2

≤
√

diam(G)
√ ∑
vivj∈E

‖xi − xj‖2 <
√

diam(G)δ. (3)
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Therefore, the ball of radius β :=
√

diam(G)δ centered at x1 covers the set381

{x1, . . . , xk}. That means, the ball covers the convex hull of {x1, . . . , xk} and382

in particular contains the origin. Using the triangle inequality, the ball of radius383

2β centered at the origin contains {x1, . . . , xk}. Then, the norm of each xi is at384

most 2β, which implies that the norm of each ci is at most 2β/αi. Therefore,385

the ball of radius386

2β
miniαi

=
2n
√

diam(G)δ
miniri

centered at 0 contains the set {c1, . . . , ck}. Substituting the value of δ from387

Lemma 2.2, the ball of radius388

2n
√

diam(G)
miniri

√
∆(G)

2(n− 1)diam(P ) = ndiam(P )
miniri

√
2diam(G)∆(G)

n− 1

centered at 0 covers the set {c1, . . . , ck}.389

Optimizing the choice of G. The radius of the ball has a term
√

diam(G)∆(G)390

that depends on the choice of G. For a path graph this term has value
√

(k − 1)2.391

For a star graph, that is, a tree with one root and k−1 children, this is
√
k − 1.392

If G is a balanced s-ary tree, then the Cauchy-Schwarz inequality in Equation (3)393

can be modified to replace diam(G) by the height of the tree. Then, the term is394 √
dlogs ke(s+ 1), which is minimized for s = 4. For this choice of G, the radius395

is bounded by396

ndiam(P )
miniri

√
10dlog4 ke
n− 1 ,

as claimed.397

ut

3.2 Proof of Theorem 1.1(ii) (balanced partition)398

For the case n = rk and r1 = · · · = rk = r, we give a better bound for the399

radius of the ball containing the centroids c1, . . . , ck. In this case, we have400

α1 = α2 = · · · = αk = r/n = 1/k. Then, Equation (2) is401

‖c(T )‖2 =
∑

vivj∈E
‖αici − αjcj‖2 = 1

k2

∑
vivj∈E

‖ci − cj‖2.

Since ‖c(T )‖ < γ, we get402 ∑
vivj∈E

‖ci − cj‖2 < k2γ2. (4)

Similar to the general case, we bound the distance from c1 to any other centroid403

cj . For each i, we associate to ci the node vi in G. There is a path of length at404



No-dimensional Tverberg Theorems and Algorithms 19

most diam(G) from v1 to any other node. Using the Cauchy-Schwarz inequality405

and substituting the value of γ from Lemma 2.2, we get406

‖c1 − cj‖ ≤
√

diam(G)
√ ∑
vivj∈E

‖ci − cj‖2 <
√

diam(G)kγ

=

√
diam(G)‖G‖
k(n− 1) kdiam(P ) (5)

=
√

k

n− 1
√

diam(G)‖G‖diam(P ). (6)

Therefore, a ball of radius407 √
k

n− 1
√

diam(G)‖G‖diam(P )

centered at c1 contains the set c1, . . . , ck. The factor
√

diam(G)‖G‖ is minimized408

when G is a star graph, which is a tree. We can replace the term diam(G) by409

the height of the tree. Then, the ball containing c1, . . . , ck has radius410 √
k(k − 1)
n− 1 diam(P ),

as claimed.411

ut

As balanced as possible. When k does not divide n, but we still want a balanced412

partition, we take any subset of n0 = kbn/kc points of P and get a balanced413

Tverberg partition on the subset. Then, we add the removed points one by one414

to the sets of the partition, adding at most one point to each set. As shown415

above, there is a ball of radius less than416 √
k(k − 1)
n0 − 1 diam(P )

that intersects the convex hull of each set in the partition. Noting that417

1√
n0 − 1

≤
√
k + 2
k

1√
n− 1

,

a ball of radius less than418 √
(k + 2)(k − 1)

(n− 1) diam(P )

intersects the convex hull of each set of the partition.419
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3.3 Proof of Theorem 1.1(iii)(computing the Tverberg partition)420

We now give a deterministic algorithm to compute no-dimensional Tverberg421

partition T1, . . . , Tk. The algorithm is based on the method of conditional422

expectations. First, in Section 3.3.1 we give an algorithm for the general case423

when the sets in the partitions are constrained to have given sizes r1, . . . , rk.424

The choice of G is crucial for the algorithm.425

The balanced case of r1 = · · · = rk has a better radius bound and uses426

a different graph G. The algorithm for the general case also extends to the427

balanced case with a small modification, that we discuss in Section 3.3.2. We428

get the same runtime in either case.429

3.3.1 Algorithm for the general case430

As before, the input is a set of n points P ⊂ Rd and k positive integers r1, . . . , rk431

satisfying
∑k
i=1 ri = n. Using tensor product construction, each point of P432

is lifted implicitly using the vectors {q1, . . . , qk} to get the set {P1, . . . , Pn}.433

We then compute the required traversal of {P1, . . . , Pn} using the method of434

conditional expectations [2], the details of which can be found below. Grouping435

the points of the traversal according to the lifting vectors used gives us the436

required partition. We remark that in our algorithm, we do not explicitly lift437

any vector using the tensor product, thereby avoiding costs associated with438

working on vectors in d‖G‖ dimensions.439

We now describe a procedure to find a traversal that corresponds to a desired440

partition of P . We go over the points in {P1, . . . , Pn} iteratively in reverse order441

and find the traversal Y = (y1 ∈ P1, . . . , yn ∈ Pn) point by point. More precisely,442

we determine yn in the first step, then yn−1 in the second step, and so on. In the443

first step, we go over all points of Pn and select any point yn ∈ Pn that satisfies444

E
(
‖c(x1, x2, . . . , xn−1, yn)‖2) ≤ E

(
‖c(x1, x2, . . . , xn−1, xn)‖2). For the general445

step, suppose we have already selected the points {ys+1, ys+2, . . . , yn}. To446

determine ys, we choose any point from Ps that achieves447

E
(
‖c(x1, . . . , xs−1, ys, ys+1, . . . , yn)‖2) ≤ E

(
‖c(x1, . . . , xs, ys+1, . . . , yn)‖2) .

(7)
The last step gives the required traversal. We expand the expectation as448

E(‖c(x1, x2, . . . , xs−1, ys, . . . , yn)‖2)

= E

∥∥∥∥∥ 1
n

(
s−1∑
i=1

xi +
n∑
i=s

yi

)∥∥∥∥∥
2 = 1

n2E

∥∥∥∥∥
(
s−1∑
i=1

xi +
n∑

i=s+1
yi

)
+ ys

∥∥∥∥∥
2

= 1
n2

E

∥∥∥∥∥
s−1∑
i=1

xi +
n∑

i=s+1
yi

∥∥∥∥∥
2+ ‖ys‖2 + 2

〈
ys,E

(
s−1∑
i=1

xi +
n∑

i=s+1
yi

)〉
= 1
n2

E

∥∥∥∥∥
s−1∑
i=1

xi +
n∑

i=s+1
yi

∥∥∥∥∥
2+ ‖ys‖2 + 2

〈
ys,E

(
s−1∑
i=1

xi

)
+

n∑
i=s+1

yi

〉 .



No-dimensional Tverberg Theorems and Algorithms 21

We pick a ys for which E(‖c(x1, x2, . . . , xs−1, ys, . . . , yn)‖2) is at most the449

average over all choices of ys ∈ Ps. As the term E
(∥∥∥∑s−1

i=1 xi +
∑n
i=s+1 yi

∥∥∥2
)

450

is constant over all choices of ys, and the factor 1
n2 is constant, we can remove451

them from consideration. We are left with452

‖ys‖2 + 2
〈
ys,E

(
s−1∑
i=1

xi

)
+

n∑
i=s+1

yi

〉

=‖ys‖2 + 2
〈
ys,E

(
s−1∑
i=1

xi

)〉
+ 2〈ys,

n∑
i=s+1

yi〉. (8)

Let ys = ps ⊗ qi without loss of generality. The first term is453

‖ys‖2 = ‖ps ⊗ qi‖2 = ‖ps‖2‖qi‖2.

Let r′1, . . . , r′k be the number of elements of T1, . . . , Tk that are yet to be454

determined. In the beginning, r′i = ri for each i. Using the coefficients from455

Section 2.2, E
(∑s−1

i=1 xi

)
can be written as456

E

(
s−1∑
i=1

xi

)
=

s−1∑
i=1

k∑
j=1

pi,j
r′j

s− 1

=
k∑
j=1

r′j
s− 1

s−1∑
i=1

pi,j

=
k∑
j=1

r′j
s− 1

s−1∑
i=1

pi ⊗ qj

= 1
s− 1

k∑
j=1

r′j

(
s−1∑
i=1

pi

)
⊗ qj

=
(

1
s− 1

s−1∑
i=1

pi

)
⊗

 k∑
j=1

r′jqj


= cs−1 ⊗

 k∑
j=1

r′jqj

 ,
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where cs−1 =
∑s−1

i=1
pi

s−1 is the centroid of the first (s− 1) points. Using this, the457

second term can be simplified as458

2
〈
ys,E

(
s−1∑
i=1

xi

)〉
= 2

〈
ps ⊗ qi, cs−1 ⊗

 k∑
j=1

r′jqj

〉

= 2 〈ps, cs−1〉

〈
qi,

k∑
j=1

r′jqj

〉

= 2〈ps, cs−1〉

r′i‖qi‖2 −
∑

vivj∈E
r′j


= 〈ps, cs−1〉Ri,

where Ri = 2
(
r′i‖qi‖2 −

∑
vivj∈E r

′
j

)
. The third term is 2

〈
ys,
∑n
j=s+1 yj

〉
.459

Let yj = pj ⊗ qmj
for s+ 1 ≤ j ≤ n. The term can be simplified to460

2
〈
ys,

n∑
j=s+1

yj

〉
= 2

n∑
j=s+1

〈ys, yj〉

= 2
n∑

j=s+1

〈
ps ⊗ qi, pj ⊗ qmj

〉
= 2

n∑
j=s+1

〈ps, pj〉〈qi, qmj
〉

= 2
〈
ps,
∑
p∈Ti

p‖qi‖2 −
∑

j:vivj∈E

∑
p∈Tj

p

〉

=
〈
ps, 2

‖qi‖2
∑
p∈Ti

p−
∑

j:vivj∈E

∑
p∈Tj

p

〉
= 〈ps, Ui〉,

where Ui = 2
(
‖qi‖2∑

p∈Ti
p−

∑
j:vivj∈E

∑
p∈Tj

p
)

and Tj is the set of points461

in ps+1, . . . , pn that was lifted using qj in the traversal. Collecting the three462

terms, we get463

‖ps‖2‖qi‖2 + 〈ps, cs−1〉Ri + 〈ps, Ui〉 = αsNi + βsRi + 〈ps, Ui〉, (9)

with464

Ni = ‖qi‖2, αs := ‖ps‖2, βs := 〈ps, cs−1〉.

The terms αs, βs, ps are fixed for iteration s.465
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Algorithm. For each s ∈ [1, n], we pre-compute the following:466

– prefix sums
∑s
a=1 pa, and467

– αs and βs.468

With this information, it is straightforward to compute a traversal in O(ndk)469

time by evaluating the expression for each choice of ps. We describe a more470

careful method that reduces this time to O(nddlog ke).471

We assume that G is a balanced µ-ary tree. Recall that each node vi of472

G corresponds to a vector qi. We augment G with the following additional473

information for each node vi:474

– Ni = ‖qi‖2: recall that this is the degree of vi.475

– Nst
i : this is the average of the Nj over all elements vj in the subtree rooted476

at vi. Since the subtree contains both internal nodes and leaves, this value477

is not µ+ 1.478

– r′i: as before, this is the number of elements of the set Ti of the partition479

that are yet to be determined. We initialize each r′i := ri.480

– Ri = 2
(
r′iNi −

∑
vivj∈E r

′
j

)
, that is, r′iNi minus the r′j for each node vj481

that is a neighbor of vi in G, times two. We initialize Ri := 0.482

– Rsti : this is the average of the Rj values over all nodes vj in the subtree483

rooted at vi. We initialize this to 0.484

– Ti, ui: as before, Ti is the set of vectors of the traversal that was lifted using485

qi. The sum of the vectors of Ti is ui. We initialize Ti = ∅ and ui = 0.486

– Ui = 2
(
‖qi‖2∑

p∈Ti
p−

∑
j:vivj∈E

∑
p∈Tj

p
)

= 2
(
uiNi −

∑
vivj∈E uj

)
,487

initially 0.488

– Usti : this is the average of the vectors Uj for all nodes vj in the subtree of489

vi. Ust is initialized as 0 for each node.490

Additionally, each node contains pointers to its children and parents. The491

quantities Nst, Rst are initialized in one pass over G.492

In step s, we find an i ∈ [k] for which Equation (9) has a value at most the493

average494

As = 1
k

(
k∑
i=1

αsNi + βsRi + 〈ps, Ui〉
)

= αs
k

k∑
i=1

Ni + βs
k

k∑
i=1

Ri +
〈
ps,

1
k

k∑
i=1

Ui

〉
= αsN

st
1 + βsR

st
1 + 〈ps, Ust1 〉,

where v1 is the root of G. Then ys satisfies Equation (7).495

To find such a node vi, we start at the root v1 ∈ G. We compute the average496

As and evaluate Equation (9) at v1. If the value is at most As, we report497

success, setting i = 1. If not, then for at least one child vm of v1, the average498

for the subtree is less than As, that is, αsNst
m + βsR

st
m + 〈ps, Ustm 〉 < As. We499

scan the children of v1 and compute the expression to find such a node vm. We500
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recursively repeat the procedure on the subtree rooted at vm, and so on, until501

we find a suitable node. There is at least one node in the subtree at vm for502

which Equation (9) evaluates to less than As, so the procedure is guaranteed503

to find such a node.504

Let vi be the chosen node. We update the information stored in the nodes505

of the tree for the next iteration. We set506

– r′i := r′i − 1 and Ri := Ri − 2Ni. Similarly we update the Ri values for507

neighbors of vi.508

– We set Ti := Ti ∪ {ps}, ui := ui + ps and Ui := Ui + 2Nips. Similarly we509

update the Ui values for the neighbors.510

– For each child of vi and each ancestor of vi on the path to v1, we update511

Rst and Ust.512

After the last step of the algorithm, we get the required partition T1, . . . , Tk of513

P . This completes the description of the algorithm.514

Runtime. Computing the prefix sums and αs, βs takes O(nd) time in total.515

Creating and initializing the tree takes O(k) time. In step s, computing the516

average As and evaluating Equation (9) takes O(d) time per node. Therefore,517

computing Equation (9) for the children of a node takes O(dµ) time, as G518

is a µ-ary tree. In the worst case, the search for vi starts at the root and519

goes to a leaf, exploring O(µdlogµ ke) nodes in the process and hence takes520

O(dµdlogµ ke) time. For updating the tree, the information local to vi and its521

neighbors can be updated in O(dµ) time. To update Rst and Ust we travel522

on the path to the root, which can be of length O(dlogµ ke) in the worst case,523

and hence takes O(dµdlogµ ke) time. There are n steps in the algorithm, each524

taking O(dµdlogµ ke) time. Overall, the running time is O(ndµdlogµ ke) which525

is minimized for a 3-ary tree.526

ut

3.3.2 Algorithm for the balanced case527

In the case of balanced traversals, G is chosen to be a star graph as was done in528

Section 3.2. Let q1 correspond to the root of the graph and q2, . . . , qk correspond529

to the leaves. In this case the objective function αsNi + βsRi + 〈ps, Ui〉 from530

the general case can be simplified:531

– for i = 2, . . . , k, we have that Ri = 2
(
r′i‖qi‖2 −

∑
vivj∈E r

′
j

)
= 2 (r′i − r′1).532

Also, we have533

Ui = 2

∑
p∈Ti

p‖qi‖2 −
∑
p∈Tj

vivj∈E

p


= 2

∑
p∈Ti

p−
∑
p∈T1

p

 .
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– for the root v1, Ri = 2
(
r′i‖qi‖2 −

∑
vivj∈E r

′
j

)
= 2

(
(k − 1)r′1 −

∑k
j=2 r

′
j

)
.534

Also, we can write535

Ui = 2

‖qi‖2
∑
p∈Ti

p−
∑
p∈Tj

vivj∈E

p


= 2

(k − 1)
∑
p∈Ti

p−
∑

p∈∪k
j=2Tj

p

 .

We augment G with information at the nodes just as in the general case,536

and use the algorithm to compute the traversal. However, this would need time537

O(ndµdlogµ ke) = O(ndk) since µ = (k − 1) and the height of the tree is 1.538

Instead, we use an auxiliary balanced ternary rooted tree T for the algorithm,539

that contains k nodes, each associated to one of the vectors q1, . . . , qk in an540

arbitrary fashion. We augment the tree with the same information as in the541

general case, but with one difference: for each node vi, the values of Ri and542

Ui are updated according to the adjacency in G and not using the edges of T .543

Then we can simply use the algorithm for the general case to get a balanced544

partition. The modification does not affect the complexity of the algorithm.545

4 No-dimensional Colorful Tverberg Theorem546

In this section, we prove Theorem 1.2 and give an algorithm to compute a547

colorful partition.548

Theorem 1.2 (efficient no-dimensional Colorful Tverberg) Let P1, . . .,549

Pn ⊂ Rd be point sets, each of size k, with k being a positive integer, so that550

the total number of points is N = nk.551

(i) Then, there are k pairwise-disjoint colorful sets A1, . . . , Ak and a ball of552

radius553 √
2k(k − 1)

N
max
i

diam(Pi) = O

(
k√
N

max
i

diam(Pi)
)

that intersects conv(Ai) for each i ∈ [k].554

(ii) The colorful sets A1, . . . , Ak can be computed in deterministic time555

O(Ndk).556

The general approach is similar to that in Section 3, but the lifting and the557

averaging steps are modified.558
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4.1 Proof of Theorem 1.2(i)(colorful partition)559

Let q1, . . . , qk be the set of vectors derived from a graph G as in Section 2.560

Let π = (1, 2, . . . , k) be a permutation of [k]. Let πi denote the permutation561

obtained by cyclically shifting the elements of π to the left by i− 1 positions.562

That means,563

π1 = (1, 2, . . . , k − 1, k)
π2 = (2, 3, . . . , k, 1)
π3 = (3, 4, . . . , 1, 2)
. . .

πk = (k, 1, 2, . . . , k − 2, k − 1).

Let P1, . . . , Pn be point sets in Rd, each of cardinality k. Let P1 = {p1,1, . . . , p1,k}564

and P1,j =
∑k
i=1 p1,i ⊗ qπj(i) be the point in Rd‖G‖ that is formed by taking565

tensor products of the points of P1 with the permutation πj of q1, . . . , qk and566

adding them up, for j ∈ [k]. For instance, P1,4 = p1⊗q4 +p2⊗q5 + · · ·+pk⊗q3.567

This gives us a set of k points P ′1 = {P1,1, . . . , P1,k}. Furthermore,568

k∑
j=1

P1,j =
k∑
j=1

k∑
i=1

p1,i ⊗ qπj(i) =
k∑
i=1

k∑
j=1

p1,i ⊗ qπj(i)

=
k∑
i=1

p1,i ⊗

 k∑
j=1

qπj(i)

 =
k∑
i=1

p1,i ⊗

(
k∑

m=1
qm

)
= 0, (10)

so the centroid of P ′1 coincides with the origin. In a similar manner, for569

P2, . . . , Pn, we construct the point sets P ′2, . . . , P ′n, respectively, each of whose570

centroids coincides with the origin. We now upper bound diam(P ′1). For any571

point P1,i, using Equation (1) we can bound the squared norm as572

‖P1,i‖2 =

∥∥∥∥∥
k∑

m=1
p1,m ⊗ qπi(m)

∥∥∥∥∥
2

=

∥∥∥∥∥
k∑
l=1

p1,π−1
i

(l) ⊗ ql

∥∥∥∥∥
2

=
∑

vlvm∈E

∥∥∥p1,π−1
i

(l) − p1,π−1
i

(m)

∥∥∥2

≤
∑

vlvm∈E
diam(P1)2 ≤ ‖G‖diam(P1)2,

so that ‖P1,i‖ ≤
√
‖G‖diam(P1). For any two points P1,i, P1,j ∈ P ′1,573

‖P1,i − P1,j‖ ≤ ‖P1,i‖+ ‖P1,j‖

≤
√
‖G‖diam(P1) +

√
‖G‖diam(P1)

= 2
√
‖G‖diam(P1).
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Therefore, diam(P ′1) ≤ 2
√
‖G‖diam(P1). We get a similar relation for each574

P ′i . Now we apply the no-dimensional Colorful Carathéodory theorem from [1,575

Theorem 2.1] on the sets P ′1, . . . , P ′n: there is a traversal X = {x1 ∈ P ′1, . . . , xn ∈576

P ′n} such that577

‖c(X)‖ < δ = maxidiam(P ′i )√
2n

≤
2
√
‖G‖√
2n

maxidiam(Pi) =
√

2k‖G‖
N

maxidiam(Pi).

Let x1 = P1,i1 , . . . , xn = Pn,in where 1 ≤ i1, . . . , in ≤ k are the indices of the578

permutations of π that were used. That means,579

xj = Pj,ij =
k∑
l=1

pj,l ⊗ qπij
(l) =

k∑
m=1

pj,π−1
ij

(m) ⊗ qm.

Then, we define the colorful sets A1, . . . , Ak as:580

Aj :=
{
p1,π−1

i1
(i), p2,π−1

i2
(i), . . . pn,π−1

in
(i)

}
,

that is, Aj consists of the points of P1, . . . , Pn that were lifted using qj for581

j ∈ [k]. By definition, each Aj contains precisely one point from each P ′i , so it582

is a colorful set. Let cj denote the centroid of Aj . We expand the expression583

c(X) = 1
n

n∑
j=1

Pj,ij

= 1
n

n∑
j=1

k∑
l=1

pj,l ⊗ qπij
(l)

= 1
n

n∑
j=1

k∑
m=1

pj,π−1
ij

(m) ⊗ qm

= 1
n

k∑
m=1

n∑
j=1

pj,π−1
ij

(m) ⊗ qm

= 1
n

k∑
m=1

 n∑
j=1

pj,π−1
ij

(m)

⊗ qm
=

k∑
m=1

1
n

 n∑
j=1

pj,π−1
ij

(m)

⊗ qm
=

k∑
m=1

cm ⊗ qm.
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Applying ‖c(X)‖2 < δ2, we get584 ∥∥∥∥∥
k∑

m=1
cm ⊗ qm

∥∥∥∥∥
2

=
∑

vl,vm∈E
‖cl − cm‖2 < δ2,

where we made use of Equation (1). Using the Cauchy-Schwarz inequality as585

in Section 3.1, the distance from c1 to any other cj is at most
√

diam(G)δ.586

Substituting the value of δ, this is
√

2kdiam(G)‖G‖
N maxidiam(Pi). Now we set G587

as a star graph, similar to the balanced case of Section 3.2 with v1 as the root.588

A ball of radius589 √
2k(k − 1)

N
maxidiam(Pi)

centered at c1 contains the set {c1, . . . , ck}, intersecting the convex hull of each590

Aj , as required.591

ut

4.2 Proof of Theorem 1.2(ii)(computing the colorful partition)592

The algorithm follows a similar approach as in Section 3.3. The input consists of593

the sets of points P1, . . . , Pn. We use the permutations π1, . . . , πk of q1, . . . , qk594

to (implicitly) construct the point sets P ′1, . . . , P ′n. Then we compute a traversal595

of P ′1, . . . , P ′n using the method of conditional expectations. This essentially596

means determining a permutation πij for each P ′i . The permutations directly597

determine the colorful partition. Once again, we do not explicitly lift any vector598

using the tensor product, and thereby avoid the associated costs.599

We iterate over the points of {P ′1, . . . , P ′n} in reverse order and find a600

suitable traversal Y = (y1 ∈ P ′1, . . . , yn ∈ P ′n) point by point. Suppose we have601

already selected the points {ys+1, ys+2, . . . , yn}. To find ys ∈ P ′s, it suffices to602

choose any point that satisfies603

E
(
‖c(x1, . . . , xs−1, ys, ys+1, . . . , yn)‖2) ≤ E

(
‖c(x1, . . . , xs, ys+1, . . . , yn)‖2) .

(11)
Specifically, we find the point ys for which the conditional expectation expressed604

as E(‖c(x1, x2, . . . , xs−1, ys, . . . , yn)‖2) is minimized. As in Equation (8) from605

Section 3.3, this is equivalent to determining the point that minimizes606

‖ys‖2 + 2
〈
ys,E

(
s−1∑
i=1

xi

)
+

n∑
i=s+1

yi

〉
(12)

=‖ys‖2 + 2
〈
ys,E

(
s−1∑
i=1

xi

)〉
+ 2〈ys,

n∑
i=s+1

yi〉. (13)

Let ys =
∑k
i=1 ps,i ⊗ qπ(i) for some permutation π ∈ {π1, . . . , πk}. The607

terms of Equation (13) can be expanded as:608
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– first term:609

‖ys‖2 =

∥∥∥∥∥
k∑
i=1

ps,i ⊗ qπ(i)

∥∥∥∥∥
2

=

∥∥∥∥∥
k∑
l=1

ps,π−1(l) ⊗ ql

∥∥∥∥∥
2

=
∑

vlvm∈E

∥∥ps,π−1(l) − ps,π−1(m)
∥∥2
,

using Equation (1).610

– second term: the expectation can be written as611

E

(
s−1∑
i=1

xi

)
=

s−1∑
i=1

k∑
j=1

Pi,j
1
k

= 1
k

s−1∑
i=1

 k∑
j=1

Pi,j

 = 0,

as in Equation (10).612

– third term: let πjs+1 , . . . , πjn
denote the respective permutations selected613

for P ′s+1, . . . , P
′
n in the traversal. Then,614

n∑
i=s+1

yi =
n∑

i=s+1
Pi,ji

=
n∑

i=s+1

k∑
l=1

pi,l ⊗ qπji
(l)

=
n∑

i=s+1

k∑
m=1

pi,π−1
ji

(m) ⊗ qm

=
k∑

m=1

(
n∑

i=s+1
pi,π−1

ji
(m)

)
⊗ qm

=
k∑

m=1

∑
p∈A′m

p⊗ qm,

where, A′m ⊆ Am is the colorful set whose elements from Ps+1, . . . , Pn have615

already been determined. Let Sm =
∑
p∈A′m

p for each m = 1 . . . k. Then,616
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the third term can be written as617

2
〈
ys,

n∑
i=s+1

yi

〉
= 2

〈
k∑
i=1

ps,i ⊗ qπ(i),

k∑
m=1

Sm ⊗ qm

〉

= 2
k∑
i=1

k∑
m=1

〈
ps,i ⊗ qπ(i), Sm ⊗ qm

〉
= 2

k∑
l=1

k∑
m=1

〈
ps,π−1(l) ⊗ ql, Sm ⊗ qm

〉
= 2

k∑
l=1

k∑
m=1

〈
ps,π−1(l), Sm

〉
〈ql, qm〉

= 2
k∑

m=1

(〈
ps,π−1(m), Sm

〉
‖qm‖2 −

∑
vlvm∈E

〈
ps,π−1(l), Sm

〉)

= 2
k∑

m=1

〈(
ps,π−1(m)‖qm‖2 −

∑
vlvm∈E

ps,π−1(l)

)
, Sm

〉
.

If τ is the permutation selected in the iteration for P ′s, then we update A′i =618

A′i ∪ {ps,τ−1(i)} and Si = Si + ps,τ−1(i) for each i = 1, . . . , k.619

For each permutation π, the first and the third terms can be computed620

in O(‖G‖d) = O(kd) time. There are k permutations for each iteration, so621

this takes O(k2d) time per iteration and O(nk2d) = O(Ndk) time in total for622

finding the traversal.623

Remark 4.1 In principle, it is possible to reduce the problem of computing a no-624

dimensional Tverberg partition to the problem of computing a no-dimensional625

Colorful Tverberg partition. This can be done by arbitrarily coloring the point626

set into sets of equal size, and then using the algorithm for the colorful version.627

This can give a better upper bound on the radius of the intersecting ball if the628

diameters of the colorful sets satisfy629

maxidiam(Pi) <
diam(P1 ∪ P2 ∪ · · · ∪ Pn)√

2
.

However, the algorithm for the colorful version has a worse runtime since it630

does not utilize the optimizations used in the regular version.631

5 No-dimensional Generalized Ham-Sandwich Theorem632

We prove Theorem 1.3 in this section:633

Theorem 1.3 (no-dimensional Generalized Ham-Sandwich) Let k fi-634

nite point sets P1, . . ., Pk in Rd be given, and let m1, . . . ,mk, 2 ≤ mi ≤ |Pi|635

for i ∈ [k], k ≤ d, be any set of integers.636
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(i) There is a linear transformation and a ball B ∈ Rd−k+1 of radius637

(2 + 2
√

2) max
i

diam(Pi)√
mi

,

such that the hypercylinder B × Rk−1 ⊂ Rd has depth at least d|Pi|/mie638

with respect to Pi, for i ∈ [k], after applying the transformation.639

(ii) The ball and the transformation can be determined in time640

O

(
d6 + dk2 +

∑
i

|Pi|d

)
.

This is a no-dimensional version of a generalization of the Ham-Sandwich641

theorem [33]. We briefly describe the history of the problem before detailing642

the proof.643

The Centerpoint theorem was proven by Rado in [26]. It states that for any644

set of n points P ⊂ Rd, there exists some point cp(P ) ∈ Rd, called the center-645

point of P , such that cp(P ) has depth at least dn/(d+ 1)e. The centerpoint646

generalizes the concept of median to higher dimensions. The theorem can be647

proven using Helly’s theorem [16] or Tverberg theorem.648

The Ham-Sandwich theorem [33] shows that for any set of d finite point sets649

P1, . . . , Pd ⊂ Rd, there is a hyperplane H which bisects each point set, that is,650

each closed halfspace defined by H contains at least d|Pi|/2e points of Pi, for651

i ∈ [d]. The result follows by an application of the Borsuk-Ulam theorem [18].652

Zivaljević and Vrećica [37] and Dol’nikov [12], independently, proved a653

generalization of these two results for affine subspaces (flats) :654

Theorem 5.1 Let P1, . . . , Pk be k ≤ d finite point sets in Rd. Then there is a655

(k − 1)-dimensional flat F of depth at least |Pi|/(d− k + 2) with respect to Pi,656

for i ∈ [k].657

For k = 1, this corresponds to the Centerpoint theorem while for k = d,658

this is the Ham-Sandwich theorem, and thereby interpolates between the two659

extremes.660

We prove a no-dimensional version of this theorem, where 1/(d− k+ 2) can661

be relaxed to be an arbitrary but reasonable fraction. In fact, we prove a slightly662

stronger version that allows an independent choice of fraction for each point663

set Pi individually. The idea is motivated by the result of Bárány, Hubard and664

Jerónimo, who showed in [6] that under certain conditions of “well-separation”,665

d compact sets S1, . . . , Sd ⊂ Rd can be divided by a hyperplane that such666

the positive half-space contains an (α1, . . . , αd)-fraction of the volumes of667

S1, . . . , Sd, respectively. A discrete version of this result for finite point sets668

was proven by Steiger and Zhao in [32], which they term as the Generalized669

Ham-Sandwich theorem. Our result can be interpreted as a no-dimensional670

version of this result, but we do not have constraints on the point sets as671

in [6, 32].672

Without loss of generality, we assume that the centroid c(P1) = 0. We first673

approach a simpler case:674
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Lemma 5.1 Let c(P1) = · · · = c(Pk) = 0 and m1, . . . ,mk, 2 ≤ mi ≤ |Pi| for675

i ∈ [k], be any choice of integers. Then the ball of radius676

(2 + 2
√

2) max
i

diam(Pi)√
mi

centered at 0 has depth at least d|Pi|/mie with respect to Pi, for i ∈ [k].677

Proof Consider any point set Pi and a no-dimensional
⌈
|Pi|
mi

⌉
-partition of Pi.678

From [1, Theorem 2.5], we know that the ball B centered at c(Pi) = 0 of radius679

(2+
√

2)diam(Pi)

√
d|Pi|/mie
|Pi|

< (2+
√

2)diam(Pi)
√

2
mi

= (2 + 2
√

2)diam(Pi)√
mi

intersects each set of the partition. Let H be any half-space that contains B.680

We claim that H contains at least one point from each set in the partition.681

Assume for contradiction that H does not contain any point from a given set682

in the partition. Then, the convex hull of that set does not intersect H, and683

hence B, which is a contradiction. This shows that B has depth d|Pi|/mie. Let684

B′ be the ball of radius (2 + 2
√

2) maxi diam(Pi)/
√
mi centered at the origin.685

Then B′ has depth at least d|Pi|/mie with respect to Pi for each i = 1, . . . , k.686

ut

We prove an auxiliary result that will be helpful in proving the main result:687

Lemma 5.2 Let P1, . . . , Pk ⊂ Rd1 be finite point sets. Let v be any vector in688

Rd1 and project P1, . . . , Pk on the hyperplane H via 0 with normal v. If some689

set X ⊂ H has depth α1, . . . , αd respectively for the projected point sets, then690

X × Rv ⊂ Rd1 has the same depths for the original point sets, where Rv is the691

one dimensional subspace containing v.692

Proof Consider any half-space H ⊂ Rd1 that contains X×Rv. Then H contains693

Rv, so it can be written as Ĥ ×Rv, where Ĥ ⊂ H is a half-space containing X.694

Ĥ contains at least αi points of each Pi. By orthogonality of the projection, H695

also contains at least αi points of each Pi, proving the claim.696

ut

Proof of Theorem 1.3(i). Given point sets P1, . . . , Pk with c(P1) = 0, we apply697

orthogonal projections on the points multiple times so that their centroids698

coincide. In the first step, we set v1 = c(P2). Let l1 be the line through the699

origin containing v1 and let Hv1 be the hyperplane via 0 with normal v1. Let700

f1 : Rd → Hv1 be the orthogonal projection defined as f(p) = p − 〈p, v〉 v
|v|2 .701

Let P 1
1 , . . . , P

1
k ⊂ Rd−1 be the point sets obtained by applying the orthogonal702

projection on P1, . . . , Pk, respectively. Under this projection c(P 1
1 ) = c(P 1

2 ) = 0.703

In the next step we set v2 = c(P 1
3 ) and define l2 and Hv2 analogously. We project704

P 1
1 , . . . , P

1
k onto Hv2 to get P 2

1 , . . . , P
2
k with c(P 2

1 ) = c(P 2
2 ) = c(P 2

3 ) = 0. We705

repeat this process k− 1 times to get a set of points P k−1
1 , . . . , P k−1

k ⊂ Rd−k+1
706
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with c(P k−1
1 ) = · · · = c(P k−1

k ) = 0. Using Lemma 5.1, there is a ball B of707

radius708

(2 + 2
√

2) max
i

diam(P k−1
i )

√
mi

< (2 + 2
√

2) max
i

diam(Pi)√
mi

of the required depth. Applying Lemma 5.2 on P k−2
1 , . . . , P k−2

k ⊂ Rd−k+2,709

B× `k−1 also has the required depth. Repeated application of Lemma 5.2 gives710

us B× `k−1× `k−2×· · ·× `1. Since the Cartesian product may have more than711

d co-ordinates, we apply a linear transformation so that the subspace spanned712

by the orthogonal set `1, . . . , `k−1 is Rk−1. Then, B × Rk−1 has the desired713

properties.714

Proof of Theorem 1.3(ii). To compute the vectors v1, . . . , vk−1, we note that715

vi = c(P i−1
i+1 ) = c(fi−1 ◦ fi−2 ◦ · · · ◦ f1(P i−1

i+1 )) = fi−1 ◦ fi−2 ◦ · · · ◦ f1(c(P i−1
i+1 )),

by linearity of the projection. Therefore, at the beginning we first compute716

each centroid c(Pi) and in each step we apply the projection on the relevant717

centroids. The projection is applied 1 + · · ·+ k − 2 = O(k2) times. Computing718

the centroid in the first step takes O(
∑
i |Pi|d) time. Computing the projection719

once takes O(d) time, so in total O(dk2) time. Finding the linear transformation720

takes another O(d6) time.721

6 Conclusion and future work722

We gave efficient algorithms for a no-dimensional version of Tverberg theorem723

and for a colorful counterpart. To achieve this end, we presented a refinement of724

Sarkaria’s tensor product construction by defining vectors using a graph. The725

choice of the graph was different for the general- and the balanced-partition726

cases and also influenced the time complexity of the algorithms. It would be727

interesting to find more applications of this refined tensor product method.728

Another option could be to look at non-geometric generalizations based on729

similar ideas. It would also be interesting to consider no-dimensional variants730

other generalizations of Tverberg’s theorem, e.g., in the tolerant setting [22,30].731

The radius bound that we obtain for the Tverberg partition is
√
k off the732

optimal bound in [1]. This seems to be a limitation in handling Equation (4).733

It is not clear if this is an artifact of using tensor product constructions. It734

would be interesting to explore if this factor can be brought down without735

compromising on the algorithmic complexity. In the general partition case,736

setting r1 = · · · = rk gives a bound that is
√
dlog ke worse than the balanced737

case, so there is some scope for optimization. In the colorful case, the radius738

bound is again
√
k off the optimal [1], but with a silver lining. The bound is739

proportional to maxi diam(Pi) in contrast to diam(P1 ∪ · · · ∪ Pn) in [1], which740

is better when the colors are well-separated.741

The algorithm for colorful Tverberg theorem has a worse runtime than the742

regular case. The challenge in improving the runtime lies a bit with selecting743
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an optimal graph as well as the nature of the problem itself. Each iteration in744

the algorithm looks at each of the permutations π1, . . . , πk and computes the745

respective expectations. The two non-zero terms in the expectation are both746

computed using the chosen permutation. The permutation that minimizes the747

first term can be determined quickly if G is chosen as a path graph. This worsens748

the radius bound by
√
k − 1. Further, computing the other (third) term of the749

expectation still requires O(k) updates per permutation and therefore O(k2)750

updates per iteration, thereby eliminating the utility of using an auxiliary751

tree to determine the best permutation quickly. The optimal approach for this752

problem is unclear at the moment.753
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18. Jǐŕı Matoušek. Using the Borsuk-Ulam theorem. Springer-Verlag Berlin Heidelberg,793

2003.794



No-dimensional Tverberg Theorems and Algorithms 35
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